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Abstract

The model extraction attack is an attack pattern aimed at stealing well-trained machine learning models’ functionality or privacy information. With the gradual popularization of AI-related technologies in daily life, various well-trained models are being deployed. As a result, these models are considered valuable assets and attractive to model extraction attackers. Currently, the academic community primarily focuses on defense for model extraction attacks in the context of classification, with little attention to the more commonly used task scenario of object detection. Therefore, we propose a detection framework targeting model extraction attacks against object detection models in this paper. The framework first locates suspicious users based on feature coverage in query traffic and uses an active verification module to confirm whether the identified suspicious users are attackers. Through experiments conducted in multiple task scenarios, we validate the effectiveness and detection efficiency of the proposed method.

1 Introduction

With the rapid development of Machine Learning as a Service (MLaaS), Well-trained models deployed on cloud service platforms have become attractive targets for attackers. These attackers construct query samples, access the victim model, and train substitute models based on the query results. Such model extraction attacks replicate the functionality and characteristics of the victim model, posing a significant threat to the copyright and privacy of the victim models. In 2023, ByteDance was exposed for using OpenAI’s API to train its own large language model and employing data desensitization methods to conceal evidence, sparking a commercial dispute between the two companies. Such business disputes further drew attention from society regarding model copyright.

In recent years, various research [Jia \textit{et al.}, 2021; Mazeika \textit{et al.}, 2022] efforts have emerged in model extraction defense to mitigate the risks associated with these attacks on AI cloud services. Existing model extraction detection methods predominantly focus on classification models [Sadeghzadeh \textit{et al.}, 2023], encoder models [Cong \textit{et al.}, 2022], and generation models [Qiao \textit{et al.}, 2023]. Recent studies [Li \textit{et al.}, 2023; Liang \textit{et al.}, 2022] have demonstrated the effectiveness of model extraction attacks against object detection models. However, to our knowledge, there is still no research focused on model extraction defense for widely used object detection models. To bridge this research gap, we explore defense countermeasures explicitly for object detection models and propose a detection method called OSD (Object detector Steal Detection).

Model extraction defenses primarily consist of proactive defense methods involving proactive perturbations [Mazeika \textit{et al.}, 2022] and passive defense methods such as model watermark [Jia \textit{et al.}, 2021] and model fingerprint [Huang \textit{et al.}, 2023]. However, both methods have their limitations. They cannot achieve both preventing the attack from occurring in the query stage and ensuring the usability of benign users; therefore, they may not meet the defense requirements of real-world MLaaS platforms. To address this, we adopt a more traditional defense approach based on traffic monitoring, aiming to analyze the distribution of query traffic to identify attackers and disrupt the extraction process while minimizing the impact for benign users. Using such methods, We aim to identify attackers accurately and assure model owners that their victim models will not be extracted. According to our observation, model extraction attacks against object detection models primarily query the victim model with in-distribution data that tends to cover more functional spaces. Therefore, it can be identified by analyzing the query samples’ coverage in the victim model’s feature space. Motivated by this insight, we propose an abnormal query detection framework based on feature space coverage analysis.

Furthermore, we have observed that defense methods based on traffic monitoring in the object detection scenario face two challenges and requirements: 1. **Accuracy requirement**: Traffic monitor-based detection methods need high accuracy to minimize the impact on benign users. 2. **Efficiency requirement**: In the streaming data scenario, where large amounts of data flow continuously and defense needs to be individually deployed for each user, detection methods must exhibit high execution efficiency to ensure prompt query re-
sponse time. To meet the accuracy requirement, we design a proactive confirmation module that reduces the false positive rate. We also optimize the feature comparison process in traffic monitoring to minimize deployment costs. In summary, our work highlights the following contributions:

- To the best of our knowledge, we are the first to address model extraction defense for object detection models, identifying the unique distribution characteristics of query traffic in object detector extraction.
- Targeting the characteristics of extracting object detection models, we propose to detect abnormal queries by analyzing the feature space coverage of query samples.
- To improve detection accuracy, we introduce a proactive confirmation mechanism to reduce false positives for benign users.
- Through experiments conducted on various real-world datasets, we validate the effectiveness and efficiency of the proposed methods.

2 Related Work

2.1 Object Detection

Object detection is one of the most classical machine learning tasks, aiming to recognize and detect objects of specific classes within a given image while annotating their positions using two-dimensional or three-dimensional bounding boxes and outputting their categories. Current mainstream object detection models are categorized into anchor-based and anchor-free detectors based on whether predefined anchor boxes are utilized in the model. In anchor-free object detection models, Fast-RCNN [Girshick, 2015] stands out as a representative two-stage detector, while YOLOv3 [Redmon and Farhadi, 2018] and YOLOv5 [Jocher et al., 2021] are commonly used one-stage detectors known for their faster detection speed. Anchor-free detectors are not influenced by anchor box calculations, and representative models include CornerNet [Law and Deng, 2020], ExtremeNet [Zhou et al., 2019], and AOPG [Cheng et al., 2022].

2.2 Model Extraction Attack

Existing query-based model extraction attacks are designed for two settings: data-sufficient and data-free, based on the number of real samples the attacker collects. In the data-sufficient scenario, the attacker typically gathers an unlabeled dataset of the target task. CloudLeak [Yu et al., 2020b] employs active learning to construct an efficient query dataset and fits the classification boundaries with adversarial examples. Chen et al. [Chen et al., 2023] proposed a defense-penetration model extraction attack called D-DAE. In the data-limited scenario, the attacker has only a few or even no real samples and synthesizes samples using generation models like GAN [Goodfellow et al., 2020]. MAZE [Kariyappa et al., 2021] utilized GAN-generated samples to construct the query dataset and obtained approximate victim model gradients to train the generator. The further work [Sanyal et al., 2022] explored data-free extraction in a hard-label setting. QUDA [Lin et al., 2023] reduced the query budget by introducing a reinforcement learning-based I-FGSM algorithm. For object detectors, current works have conducted research in both data-free [Liang et al., 2022; Shah et al., 2023] and data-sufficient [Li et al., 2023] scenarios.

2.3 Model Extraction Defense

Model extraction defense can be categorized into proactive and passive defense. Proactive defense methods introduce perturbations on query results to disrupt the attack. Passive defense methods identify suspicious users by watermark verification or traffic monitoring. For proactive defense, OOD Detector [Kariyappa and Qureshi, 2020] employed out-of-distribution detection to identify suspicious queries and added adaptive perturbations to the returned results. Other proactive methods include Prediction poisoning [Orekondy et al., 2019] and HSYA [Mazeika et al., 2022]. Passive defense methods can be further divided into verification-based and monitor-based. The former employs techniques such as model watermark or fingerprint to identify attackers. The latter identifies potential attackers during the attack query process through statistical analysis of query distributions. Entangled Watermarks [Jia et al., 2021] addressed the issue of traditional backdoors being easily lost during the extraction by coupling task and watermark information during training. Peng et al. [Peng et al., 2022] proposed a watermark generation method based on universal adversarial perturbation. There are currently existing model watermark methods for GANs [Qiao et al., 2023] and encoders [Cong et al., 2022]. In monitor-based defense methods, PARDa [Juuti et al., 2019] utilized the distance distribution of query samples, and HODA [Sadeghzadeh et al., 2023] analyzed the difficulty distribution. Some recent monitor-based research includes CIP [Zhang et al., 2023] and AMAO [Jiang et al., 2023].

3 Problem Description

3.1 Attack Objective

In the scenario of a model extraction attack against object detectors, the attacker’s objective is to query the victim model through an API, build a query dataset, and obtain a substitute model similar to the victim model $M_v$. The attacker aims to replicate the functionality of the victim model or exploit its vulnerabilities for further attacks. It is worth noting that the samples used by the attacker for querying can be publicly collected by the attacker or generated by generation models.

3.2 Defense Objective

The model owners deploy their model $M_i$ on a cloud service platform and charge users for accessing the model through queries. They also possess a victim dataset $D_v$ for the training of $M_v$. The objective of the model owner is to accurately determine the identity of each querying user with as little historical query traffic as possible. If an attacker is identified, the defense mechanism aims to prevent the attack by blocking their access, thereby minimizing the loss.

3.3 Research Question

Based on the defense objectives of the model owner mentioned above, we summarize a set of research questions, and experiments will be conducted to address these questions:
1. Detection Accuracy: Can OSD effectively detect malicious queries generated by attackers and accurately distinguish between benign users and attackers?

2. Detection Efficiency: Can OSD successfully detect attacks based on a small amount of query traffic?

3. Detection Cost: How much does it cost to deploy the detection method, primarily in terms of the computational time and storage cost required for detection operations?

4. Superiority: Does OSD demonstrate more significant defense effectiveness than other defense methods?

4 Detection Framework

This paper presents a two-stage model extraction defense method OSD based on traffic monitoring. The structure of the detection framework, shown in figure 1, consists of two main modules: the abnormal query detection module based on feature space coverage and the proactive confirmation module. The abnormal query detection module uses query traffic to statistically analyze the coverage of the victim model’s feature space, enabling the identification of suspicious users. The proactive confirmation module perturbs the returned results for suspicious users and determines if they are attackers based on subsequent queries. The following two subsections provide details of these two modules.

4.1 Feature Space Coverage Based Anomaly Query Detection

We first propose an abnormal query detection method to detect suspicious users in query traffic. Unlike simpler models such as classifiers and encoders, object detectors primarily require post-processing operations to filter out low-confidence bounding boxes after the output. Thus, object detection models will only provide meaningful results for in-distribution query samples. Therefore, if an attacker wants to steal an object detection model, they must enrich their query dataset to include as many features as possible. Previous studies [Li et al., 2023; Liang et al., 2022] on model extraction also support this conclusion. Based on this observation, we design the abnormal query detection module in this section, which analyzes the increase in coverage of query samples in the victim model’s feature space.

Contrastive Encoder Training

To assess the coverage of the feature space, we initially designate a set of embedding vectors as the anchor points, denoted as $\mathcal{A}$. Subsequently, we calculate the similarity between the embeddings of query samples and $\mathcal{A}$ as the coverage. However, due to the imbalance in feature distribution density within the victim model’s feature space, employing similarity calculation for coverage estimation may not effectively distinguish between feature distribution of malicious and benign queries, as there are significant variations in the amount of features covered by different anchor points. Therefore, we employ a contrastive learning approach to remap the feature space of $\mathcal{M}_v$. Contrastive learning [Chen et al., 2020] employs unsupervised learning to extract similar features for similar data, uniformly mapping all sample features onto a high-dimensional sphere while keeping similar features close. Since contrastive learning focuses more on abstract semantic-level features than instance details, it exhibits more robust generalization. Therefore, if a contrastive encoder is trained based on the victim model, it can also provide feature extraction and similarity comparison effects for user query samples. We extract the backbone of the victim model and connect it to a fully connected network, forming the encoder model $\mathcal{M}_E$. By fixing the parameters of the backbone network and training the additional fully connected network with a contrastive loss, we fine-tuned $\mathcal{M}_E$ to serve as an encoder. As shown in algorithm 1, we select anchor points $\mathcal{A}$ from the embedding of samples in the victim dataset $\mathcal{D}_v$ based on cosine similarity. In our experiments, we use approximately 20k anchor points.

After identifying the anchor points in the feature space, we can further calculate the coverage of the $\mathcal{M}_v$ feature space by comparing the similarity between the feature vectors of the victim model passed through $\mathcal{M}_E$ and the anchor points in the query traffic. Figure 2 shows the anchor points and sample features of both attack and benign queries in the feature
 Algorithm 1 Feature space anchor $A$ selection

**Require:** Contrastive encoder $M_x$, the training dataset of the victim model $D_v$, anchor similarity threshold $\theta_a$

**Ensure:** Feature space anchor $A$

1: $A \leftarrow \{\}$
2: for each $x \in D_v$ do
3:     if $A == \{\}$ then
4:         $A \leftarrow \{x\}$
5:     else
6:         $d \leftarrow M_E(x) \cdot A^T$
7:         if $\max(d) < \theta_a$ then
8:             $A \leftarrow A \cup \{x\}$
9:     end if
10:     end if
11: end for
12: return $A$

space after dimensionality reduction using t-SNE. It can be observed that the anchor points are evenly distributed in the feature space, and the distribution of attack traffic samples is more similar to the distribution of anchor points, indicating higher coverage. In contrast, the distribution of benign query samples is more concentrated around common features, aligning with our initial conclusion.

**Object Feature Similarity and Coverage Calculation**

For each user utilizing the services of the victim model, we extract the objects from each query sample and process them using $M_E$, adding it to a query sequence buffer $Q$. We use a one-dimensional one-hot vector $C$, with a length equal to the number of anchor points, to represent the coverage status of the anchor points. When the buffer $Q$ is full, we update $C$ based on the samples in the buffer and the anchor points in the feature space. The specific calculations are as follows:

$$C_i = \begin{cases} 
0 & \text{max}(\text{sim}(A_i, M_E(Q))) > \theta_c \\
1 & \text{otherwise}
\end{cases}$$

(1)

Where $\text{sim}()$ denotes feature vector similarity. The feature space coverage is calculated based on the updated $C$:

$$\text{Cov}(q, A) = \sum_{i=0}^{C_A} \frac{C_i}{C_A}$$

(2)

Where $q$ represents all samples in the current user’s query traffic, $\text{Cov}(q, A)$ is the feature coverage of the query samples, $A$ represents anchor in the victim model’s feature space, and $C_A$ is the number of anchor points.

In calculating feature space coverage, a straightforward similarity comparison method is directly calculating feature vectors’ cosine similarity. As query samples are continuously received as streaming data and OSD is separately deployed for each user, the similarity calculation must balance accuracy and efficiency to meet the efficiency requirement. Therefore, we also consider reducing the dimensionality to focus on more representative features and reduce the time and space complexity. We initially considered the widely used PCA and t-SNE dimension reduction methods, primarily Incremental PCA (IPCA). StreamingPCA [Fujiwara et al., 2019] is an incremental PCA reduction method designed for streaming data. This method ensures that the dimensionality results after each update of original data maintain the consistency of historical results through geometric transformations. To minimize storage consumption, we make improvements based on StreamingPCA, discarding redundant historical embedding data during each update stage, and only the embedding and representation data from recent rounds need to be stored. This improved method further reduces the computational and storage costs required for deployment, which we denote as IPCA*. After dimension reduction using the above methods, we directly obtain low-dimensional representations of sample features, using Euclidean distance to calculate the similarity between feature vectors. The Table 1 compares the resources consumed by the various feature similarity comparison methods. As shown in the table, IPCA* only requires representation storage, which is cheaper than the embedding storage cost, and consumes less time than t-SNE.

As the overall coverage of the feature space for abnormal queries increases more rapidly with the number of queries, we identify suspect users based on the growth rate of feature space coverage. After each epoch of feature coverage computation, we calculate the growth rate of feature coverage as:

$$v = \frac{\text{Cov}(q, A)}{n}$$

(3)

Where $v$ represents the growth rate of feature coverage, and $n$ is the total number of queries by the current user. When $v$ exceeds a certain threshold $\theta_v$, the current user is classified as a suspicious user.

<table>
<thead>
<tr>
<th>Model</th>
<th>Cosine similarity</th>
<th>t-SNE</th>
<th>IPCA</th>
<th>IPCA*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw Sample storage</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Embedding storage</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Time cost</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Representation storage</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
</tbody>
</table>

Table 1: Storage cost comparison between feature similarity calculation methods
4.2 Proactive Confirmation Module

While the feature space coverage-based detection can identify suspicious users in query traffic, it has a certain false-positive rate, which may lead to incorrect access blocks for some benign users. To prevent this, we introduce an additional module that further verifies user identity through a proactive confirmation module. Since model extraction attackers train substitute models based on the information returned by the victim model, if perturbations are added to the returned information, disrupting the substitute model training, the distribution of subsequent query sequences may change, distinguishing them from benign users.

In existing model extraction defense methods for classification models, perturbations are generally added to labels or confidence scores. In contrast, in object detection, model owners have more perturbation choices. Currently, FPN (Feature Pyramid Network) [Lin et al., 2017] is often used to enhance detection capabilities for objects of various sizes. FPN extracts features at different scales, decoupling feature extraction for objects in different sizes. Therefore, we can disrupt the substitute model’s training for extracting features in corresponding regions by applying random perturbations to the detection results for objects in a certain size range. As object models process the large regions with the highest level feature map, we choose to perturb objects in size larger than a threshold \( \theta_l \), denoted as \( o_l \). The decrease in the detection performance of substitute models for \( o_l \) will decrease the proportion of \( o_l \) in subsequent queries. The victim model owners can confirm the attacker’s identity by detecting the changes in the ratio of different-sized objects in subsequent query samples. For the \( i \)-th large object bounding box \( o_{L,i} \) for sample \( x \), the specific perturbation is applied as follows:

\[
\begin{align*}
\forall l, i, x: o_{l,i,x} &= o_{l,i,x} + \text{rand}(\alpha, \alpha) \ast o_{l,i,w} \\
\forall l, i, y: o_{l,i,y} &= o_{l,i,y} + \text{rand}(\alpha, \alpha) \ast o_{l,i,h}
\end{align*}
\]

(4)

Where \( o_{l,i,x} \) and \( o_{l,i,y} \) represent the \( x \),\( y \) coordinates of \( o_{l,i} \)'s top-left and bottom-right point. \( o_{l,i,w} \) and \( o_{l,i,h} \) denotes the width and height of \( o_{l,i} \). \( \alpha \) is the perturbation magnitude, and \( \text{rand}(\cdot) \) is a random function within the specified range.

For model extraction attacks in data-sufficient setting [Yu et al., 2020b], attackers can train a substitute model with a certain detection ability based on previously stolen information and utilize it to select query samples. Defenders can perturb larger objects in the returned information to interfere with training the substitute model’s relevant network modules for larger objects. This reduces the substitute model’s attention to larger objects, decreasing the proportion of larger objects in subsequent query samples. The approach may also be practical against data-free model extraction methods in scenarios, as the proactive perturbations cause the generator trained by attackers to conflict more with both the victim model and the substitute model, resulting in poorer generation performance for larger objects, which also leads to the victim model detecting fewer large object samples in subsequent query sequences. Therefore, we can effectively distinguish attackers by detecting the ratio of larger-sized objects in the overall samples. In the detection process, the proactive confirmation module perturbs \( N_p \) query samples from suspicious users, counting the proportion of \( o_{L} \). \( N_p \) is calculated as follows:

\[
N_p = \eta \cdot N_f
\]

(5)

Where \( N_f \) is the number of samples that suspicious users have sent in the abnormal queries detection stage, and \( \eta \) is a hyperparameter. Since the model training of attackers has a certain lag, we only consider the last 20% of samples for calculation. The discrimination metric is calculated as:

\[
P = \frac{(O' / O')}{(O / O)}
\]

(6)

Where \( P \) represents a discrimination metric, \( O \) and \( O' \) represent the number of objects in all samples in two stages, \( O_l \) and \( O'_l \) represent the number of objects larger than \( \theta_l \) in all samples in two stages. If \( P \) is less than the detection threshold \( \theta_p \), indicating it meets the attacker criteria, the user is identified as an attacker, and his query permission is restricted. Otherwise, the user is classified as a benign user.

5 Experiments

We design a series of experiments to address the research questions raised in the third chapter. In this section, we first introduce various settings used in the experiments, including the task scenarios, datasets, and model architectures. Subsequently, we present the experimental results regarding the research questions, followed by a discussion and analysis.

5.1 Experiment Setting

In this subsection, we briefly describe the experimental setting, including the datasets and model architectures used in the experiments. For dataset selection, we aim to evaluate the generalizability of OSD across three distinct object detection tasks: general object detection, self-driving, and aerial image detection. For each scenario, several datasets are chosen, with one dataset designated as the training dataset for the victim model, another serving as the initial sample set for the attacker, and the remaining datasets utilized to simulate queries from benign users. In the three scenarios, we employ the COCO [Lin et al., 2014], nuImages [Motional, 2020], and AI-TOD [Wang et al., 2021] datasets as the training datasets for the victim models. The VOC [Everingham et al., 2015], BDD100K [Yu et al., 2020a], and DOTA [Xia et al., 2018] datasets are chosen to simulate the data available to the attacker. Additionally, the Caltech-101 [Li et al., 2022] and LVIS [Gupta et al., 2019] datasets, the KITTI [Geiger et al., 2013] and TuSimple [Tusimple, 2022] datasets, the vhr-10 [Cheng et al., 2016] and RSOD [Long et al., 2017] datasets are used to simulate query data from benign users for the three tasks. Concerning model architectures, we primarily utilized YOLO series models and the Fast-RCNN [Girshick, 2015] model to represent commonly used types of object detection models. The substitute model architectures employed by the attacker were primarily the YOLOv3 [Redmon and Farhadi, 2018] and YOLOv5 [Jocher et al., 2021] models.
5.2 Detection Accuracy
In this subsection, we conduct experiments to evaluate the effectiveness of OSD. In this subsection, we conduct 12 independent experiments for each of the three scenarios and four victim model architectures, using two feature similarity comparison methods: cosine similarity and IPCA*. In each independent experiment targeting malicious users, we employ two substitute model architectures and two extraction methods: Cloudleak [Yu et al., 2020b] and MEAOD [Li et al., 2023], each performed four times, resulting in eight attack traffic samples. We use two datasets corresponding to the respective scenarios for benign users and randomly sample 10 times to obtain 20 benign samples. As shown in the table 2, we use OSD to evaluate the detection accuracy and false positive rate. The results indicate that OSD achieves good defensive performance with a low false positive rate, ensuring that benign users’ access to the victim model service is unaffected. Comparing the two feature similarity comparison methods, the dimension-reduced method exhibits better detection performance due to its focus on essential features.

5.3 Detection Efficiency
In this subsection, we evaluate the detection efficiency of OSD by analyzing the number of historical query samples required to identify an attacker. We employ the IPCA* feature comparison and record the query counts involved in detecting an attacker and the performance of the attacker’s substitute model when detected. As shown in the table 3 and figure 3, OSD achieves early detection of attackers for all three task scenarios. Simultaneously, the substitute models trained by the attackers can not replicate the functionalities of the victim models sufficiently, failing in the extraction attempts.

5.4 Detection Cost
In model extraction defense based on traffic-monitor, the computation speed of the detection method faces significant challenges due to the potentially high query speed from users. In this subsection, we conduct a statistical analysis of the detection computational costs under different victim model architectures and various feature similarity calculation methods. Throughout the experiments, we utilize an experiment platform equipped with two Nvidia GeForce RTX 3090Ti GPUs for the inference of the victim model and OSD deployment. In terms of computation time, we query 1000 times in three scenarios. As shown in table 4, the results include the time consumption statistics and the percentage increase in computation time. Compared to the native API, queries with deployed detection cause a relatively small increase in computation time, with the increment generally not exceeding 20%. Regarding storage costs, we observe memory consumption in multiple experiments because there are no tools to analyze the additional memory accurately. The additional memory consumption caused by deployment does not exceed 5%.

5.5 Comparison With Other Defense Methods
To validate the difficulty of migrating existing defense methods to the object detection model domain and to show the superiority of OSD over current works, in this subsection, we compare two representative defense mechanisms, namely OOD detector [Kariyappa and Qureshi, 2020] and HODA [Sadeghzadeh et al., 2023], as they are transferred to the object detection domain. As shown in the table 5, the defense methods designed for classification models do not perform effectively when transferred to the object detection domain model. Moreover, as most existing methods are not optimized

<table>
<thead>
<tr>
<th>Model</th>
<th>nuImages</th>
<th>COCO</th>
<th>AI-TOD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cosine</td>
<td>cosine</td>
<td>cosine</td>
</tr>
<tr>
<td></td>
<td>ACC</td>
<td>FPR</td>
<td>ACC</td>
</tr>
<tr>
<td>YOLOv3</td>
<td>0.893</td>
<td>0.05</td>
<td>0.893</td>
</tr>
<tr>
<td>YOLOv5</td>
<td>0.954</td>
<td>0.05</td>
<td>0.954</td>
</tr>
<tr>
<td>YOLOv7</td>
<td>0.929</td>
<td>0.05</td>
<td>0.929</td>
</tr>
<tr>
<td>Fast-RCNN</td>
<td>0.857</td>
<td>0.10</td>
<td>0.857</td>
</tr>
</tbody>
</table>

Table 3: The performance of the substitute model when detected. The two rows for each model architecture correspond to metric: mAP50, mAP50:95
Table 4: Computation time cost of OSD deployment

<table>
<thead>
<tr>
<th>Model</th>
<th>nuImages</th>
<th>COCO</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>original(s)</td>
<td>defense(s)</td>
<td>$\delta$</td>
<td>original(s)</td>
<td>defense(s)</td>
</tr>
<tr>
<td>YOLOv3</td>
<td>159</td>
<td>181</td>
<td>14.6%</td>
<td>136</td>
<td>159</td>
<td>16.9%</td>
</tr>
<tr>
<td>YOLOv5</td>
<td>134</td>
<td>157</td>
<td>17.2%</td>
<td>115</td>
<td>141</td>
<td>22.6%</td>
</tr>
<tr>
<td>YOLOv7</td>
<td>115</td>
<td>136</td>
<td>18.3%</td>
<td>110</td>
<td>127</td>
<td>15.5%</td>
</tr>
<tr>
<td>Fast-RCNN</td>
<td>351</td>
<td>385</td>
<td>9.7%</td>
<td>298</td>
<td>329</td>
<td>10.4%</td>
</tr>
</tbody>
</table>

Table 5: Defense effect comparison with other monitor-based defense methods for streaming data scenarios, OSD demonstrates superiority over such existing methods.

5.6 Ablation Study

This section conducts ablation experiments to validate the effectiveness of two separate modules in OSD. The table 6 presents the experiment results using only the first stage for anomaly query detection. It can be observed that abnormal query detection has a high detection accuracy for attackers but results in a higher false positive rate for benign users. Compared with the results in previous subsections, it is evident that the abnormal query detection detects most of the attackers while the proactive confirmation module can further reduce the false positive rate for benign users.

5.7 Adaptive Attack

Adaptive attackers who understand the details of the deployed defense method may exploit the vulnerability of our defense framework to launch adaptive attacks and bypass detection mechanisms, posing a more significant threat. Against the detection framework based on feature space coverage, attackers can mitigate the increase in feature space coverage by adding background images that do not contain the foreground objects or by using query samples that only include objects of common categories. In this subsection, we test the detection effectiveness of our defense method against adaptive attacks. As shown in the table 7, attackers can partially bypass the defense after applying adaptive attacks, but there is still strong defense efficacy, which validates OSD’s ability to defend against adaptive attacks.

6 Limitation

While OSD has been experimentally validated for high accuracy and detection efficiency, some limitations remain: a) The current research on model extraction attacks against object detection needs to be expanded. Therefore, this paper can only verify the defensive effects on a relatively narrow set of attack methods, potentially limiting its generalizability; b) Although blocking an attacker’s access privileges can effectively disrupt the attack process, OSD assumes that the same attacker can only launch attacks through a single account and might be bypassed if the attacker gains control of multiple accounts simultaneously; c) Due to the disturbance imposed on larger-sized objects by the proactive confirmation module, it may still impact the user experience of benign users entering the second phase. We acknowledge these limitations and plan to address them in future work.

7 Conclusion

This paper addresses the research gap in model extraction defense for object detection, proposing a model extraction detection method OSD based on feature space coverage. OSD initially relies on feature coverage records to identify suspicious query traffic within query flows. Subsequently, active confirmation is performed on suspicious users to further verify the attacker’s identity. This method achieves efficient and accurate model extraction detection through experimental validation, demonstrating its adaptability to the detection accuracy requirements of model extraction defense in MLaaS scenarios. Moreover, it requires a low computation cost, meeting streaming data’s high query speed demands.

<table>
<thead>
<tr>
<th>Model</th>
<th>nuImages</th>
<th>COCO</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ACC</td>
<td>FPR</td>
<td>ACC</td>
<td>FPR</td>
<td></td>
</tr>
<tr>
<td>YOLOv3</td>
<td>0.857</td>
<td>0.05</td>
<td>0.893</td>
<td>0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YOLOv5</td>
<td>0.853</td>
<td>0.05</td>
<td>0.857</td>
<td>0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YOLOv7</td>
<td>0.929</td>
<td>0.00</td>
<td>0.929</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fast-RCNN</td>
<td>0.785</td>
<td>0.10</td>
<td>0.821</td>
<td>0.20</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6: The ablation study results

Table 7: Adaptive attack result against OSD
References


