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LMs Have Been Widely Used in Diverse Domains
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Question Answering Data Augmentation

Healthcare Education



Researchers Turn to Utilize ChatGPT for Code-related Analysis
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The red sox will
win the world
series soon.

while(b!=0){
if(a>b){a=1-b;}
else{b=b-a;}

Natural Language

Programming Language

Ø Wei Ma, Shangqing Liu, Wenhan Wang, Qiang Hu, Ye

Liu, Cen Zhang, Liming Nie, and Yang Liu. The Scope of

ChatGPT in Software Engineering: A Thorough

Investigation. arXiv:2305.12138.

Ø Chunqiu Steven Xia and Lingming Zhang. Keep the

Conversation Going: Fixing 162 out of 337 bugs for

$0.42 each using ChatGPT. arXiv:2304.00385

Ø Haoye Tian, Weiqi Lu, Tsz On Li, Xunzhu Tang, Shing-

Chi Cheung, Jacques Klein, and Tegawendé F Bissyandé.

Is ChatGPT the Ultimate Programming Assistant–How

far is it? arXiv:2304.11938.
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Prior works show that ChatGPT has the capabilities of processing 
foundational code analysis tasks, such as AST generation.



Software-Vulnerability Management
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Code Syntax Program Semantics Software Documents

Vulnerability management tasks require a deep and all-encompassing understanding of 
code syntax, program semantics, and related documents.



Software-Vulnerability Management
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Code Syntax Program Semantics Software Documents

Can ChatGPT directly assist software maintainers in downstream 
vulnerability management tasks?



Exploring ChatGPT’s Capabilities on Vulnerability Management
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RQ1: Does ChatGPT achieve capability on par with the SOTAs?

RQ2: How do prompt engineering methods impact ChatGPT’s performance?

RQ3: What is the promising future direction to improve ChatGPT’s performance 
on each task?



Evaluated Tasks, Baselines and Dataset
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Ø 11 SOTA approaches are derived from the top venues over the past three years.

Ø The test dataset used in this paper contains 70,346 samples (19,355,711 tokens).

Baselines and dataset. S = Sample. T = Token.

Task Baseline Dataset
# S # T

Bug report summarization iTAPE [18] 33,438 6,176,326

Security bug report identification
Farsec [49]

22,970 5,686,564DKG [57]
CASMS [35]

Vulnerability severity evaluation DiffCVSS [48] 1,642 82,397

Vulnerability repair
LLMset [37]

12 10,601ExtractFix [24]

Patch correctness assessment

Quatrain [46] 995 468,739

Invalidator [31] 139 31,663

Panther [44] 208 45,204

Stable patch classification PatchNet [25] 10,896 6,854,217

Total 11 70,346 19,355,711



Prompt Templates
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An example of the expertise prompt. After removing the 
bold pink text, the rest represents the general-info prompt.

Name Template
0-shot USER <task description> <input>
1-shot USER <task description> <demonstration example> <input>

few-shot
USER <task description> <demonstration example 1> 
<demonstration example 2> <demonstration example 3> 
<demonstration example 4> <input>

general-info

SYSTEM <role> <task description> <reinforce> 
USER <task description> <task confirmation> 
ASSYSTANT <task confirmation> 
USER <positive feedback> <input> <zero-CoT> <right>

expertise

SYSTEM <role> <task description> <expertise> <reinforce> 
USER <expertise> <task description> <task confirmation> 
ASSYSTANT  <task confirmation> 
USER  <positive feedback> <input> <zero-CoT> <right>

self-heuristic

SYSTEM  <role> <task description> <reinforce> 
USER <knowledge> <task description> <task confirmation> 
ASSYSTANT  <task confirmation> 
USER  <positive feedback> <input> <zero-CoT> <right>



Prompt Templates
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We will provide all the prompts on https://github.com/
Jamrot/ChatGPT-Vulnerability-Management to support 
further research.

An example of the expertise prompt. After removing the 
bold pink text, the rest represents the general-info prompt.

Name Template
0-shot USER <task description> <input>
1-shot USER <task description> <demonstration example> <input>

few-shot
USER <task description> <demonstration example 1> 
<demonstration example 2> <demonstration example 3> 
<demonstration example 4> <input>

general-info

SYSTEM <role> <task description> <reinforce> 
USER <task description> <task confirmation> 
ASSYSTANT <task confirmation> 
USER <positive feedback> <input> <zero-CoT> <right>

expertise

SYSTEM <role> <task description> <expertise> <reinforce> 
USER <expertise> <task description> <task confirmation> 
ASSYSTANT  <task confirmation> 
USER  <positive feedback> <input> <zero-CoT> <right>

self-heuristic

SYSTEM  <role> <task description> <reinforce> 
USER <knowledge> <task description> <task confirmation> 
ASSYSTANT  <task confirmation> 
USER  <positive feedback> <input> <zero-CoT> <right>
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Ø ChatGPT can obtain outstanding performance in this task.

The evaluation result on bug report title generation.
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Ø ChatGPT can obtain outstanding performance in this task.

Ø ChatGPT can generate high-quantity titles for bug reports even with the most straightforward prompt.

Ø The results encourage software maintainers to leverage ChatGPT for bug report title generation and other

vulnerability management tasks related to natural language processing.

The evaluation result on bug report title generation.



Security Bug Report Identification
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Ø ChatGPT can outperform two baselines.

The evaluation result on security bug report prediction. 
R = Recall. P = Precision. FPR = False Positive Rate. 

G = G-measure.
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Ø ChatGPT can outperform two baselines.

Ø ChatGPT cannot obtain capability on par with DKG.

Ø ChatGPT may learn some unrelated information from

the labeled sample.

Ø Provide useful domain knowledge is an efficient

method to improve ChatGPT’s performance.

The evaluation result on security bug report prediction.
R = Recall. P = Precision. FPR = False Positive Rate. 

G = G-measure.



The evaluation result on vulnerability severity evaluation. AV = Attack Vector. AC = Attack Complexity. 
PR = Privileges Required. UI = User Interaction. R = Recall. P = Precision.

Vulnerability Severity Evaluation
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Ø ChatGPT’s performance is slightly inferior to the SOTA approach.
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Ø ChatGPT’s performance is slightly inferior to the SOTA approach.

Ø Advanced prompt templates significantly improve ChatGPT’s performance.
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Ø ChatGPT’s performance is slightly inferior to the SOTA approach.

Ø Advanced prompt templates significantly improve ChatGPT’s performance.

Ø leveraging ChatGPT in a self-heuristic way to improve its performance for

challenging tasks is an interesting future research direction.

The evaluation result on vulnerability severity evaluation. AV = Attack Vector. AC = Attack Complexity. 
PR = Privileges Required. UI = User Interaction. R = Recall. P = Precision.

The knowledge summarized by ChatGPT.



Vulnerability Repair
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The evaluation result on vulnerability repair. Gen = Generated. Vld = compilable. Vuln = Vulnerable. 
Fn = Functional. Safe = Not Vulnerable. Fixed = Fixed Vulnerabilities.

Ø ChatGPT can fix 10/12 vulnerabilities with a high valid repair rate.



Vulnerability Repair
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Ø ChatGPT can fix three CVEs (EF07, EF18 and EF22) which LLMset could not.

The fixes of these CVEs are too onerous for LLMset. Specifically, EF18’s real-world patch is long, removing 10 lines and adding 14;

EF22’s real-world patch alters the bounds of nested for loops, swapping arguments and adding a clause.

The evaluation result on vulnerability repair for each CVE. The results are presented as ‘# Fn & Safe’/‘# 
Vld’. Orig = Using the original code grafting method designed for LLMset.



Vulnerability Repair
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The evaluation result on vulnerability repair for each CVE. The results are presented as ‘# Fn & Safe’/‘# 
Vld’. Orig = Using the original code grafting method designed for LLMset.

Ø ChatGPT can fix one CVE (EF20) which ExtractFix could not.

ExtractFix cannot extract this vulnerability’s crash-free constraint (CFC). Extracting the CFC with traditional program analysis is

quite challenging. The results indicate that ChatGPT can be a great choice when traditional program analysis methods fail.



Patch Correctness Assessment
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Ø ChatGPT performs comparably to the SOTA approaches.

The evaluation result on patch correctness assessment.
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Ø ChatGPT performs comparably to the SOTA approaches.

The evaluation result on patch correctness assessment (compared with Quatrain).



The evaluation result on patch correctness assessment (compared with Quatrain).

Patch Correctness Assessment
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Ø The code of patches plays an important role in this task.

We manually collect the corresponding code for each patch and provide the code and description simultaneously in the

desc-code prompt.



Patch Correctness Assessment
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Ø The code of patches plays an important role in this task.

Ø Providing patch descriptions even negatively affects this task.

When the code and description are provided simultaneously, ChatGPT tends to analyze whether the code changes match

the description rather than the correctness of the patch.

The evaluation result on patch correctness assessment (compared with Quatrain).



Patch Correctness Assessment
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Ø The code of patches plays an important role in this task.

Ø Providing patch descriptions even negatively affects this task.

More information is not always better. Guiding ChatGPT to leverage the information in the prompt in a suitable way

is an interesting research direction.

The evaluation result on patch correctness assessment (compared with Quatrain).



Stable Patch Classification
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Ø ChatGPT performs slightly worse than the SOTA.

The evaluation result on stable patch classification.
ACC = Accuracy. P = Precision. R = Recall.



The evaluation result on stable patch classification.
ACC = Accuracy. P = Precision. R = Recall.

Stable Patch Classification

30

Ø ChatGPT performs slightly worse than the SOTA.

Ø In this task, gpt-4 and gpt-3.5 each have their advantages.
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Stable Patch Classification
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Ø ChatGPT performs slightly worse than the SOTA.

Ø In this task, gpt-4 and gpt-3.5 each have their advantages.

Ø When using the 0-shot and 1-shot prompts, ChatGPT

tends to report all patches as stable ones.

ChatGPT does not understand what a stable patch is. It tends to

report all patches as stable ones. Thus, the precision scores are

close to 0.5 while recall scores are close to 1.



The evaluation result on stable patch classification.
ACC = Accuracy. P = Precision. R = Recall.

Stable Patch Classification

32

Ø ChatGPT performs slightly worse than the SOTA.

Ø In this task, gpt-4 and gpt-3.5 each have their advantages.

Ø When using the 0-shot and 1-shot prompts, ChatGPT

tends to report all patches as stable ones.

Ø Providing the definition of stable patch significantly

improves ChatGPT’s performance.

“fixing a problem that causes a build error, an 
oops, a hang, data corruption, a real security 
issue, or some ‘oh, that’s not good’ issue”



Summary
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Ø We conduct the first large-scale evaluation to explore the capabilities of ChatGPT on vulnerability 

management.

Ø We compare ChatGPT with 11 SOTA approaches on 6 vulnerability management tasks by using a large-scale 

dataset containing 19,355,711 tokens.

Ø Our findings demonstrate that ChatGPT has excellent capabilities when processing several vulnerability 

management tasks. 

Ø We also reveal the difficulties ChatGPT encountered and shed light on future research to explore better 

ways to leverage ChatGPT in vulnerability management tasks.
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