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Big Data Era

Private user data

Data collection

Data analysis (includes machine learning)

 Locations

 Health records

 View histories

 …

IT companies’

 Apps

 Websites

 …



Data Leakage

2018, Facebook
exposed 87 million user data

2020, Marriott Hotel
breached 5.2 million user data

2020, Brazilian ministry of health
leaked 0.24 billion records

2020, Microsoft 
exposed 250 million records

2020, 6.4 million voters’ 
data in Israel were leaked

2019, Capital One Bank
leaked 106 million user data



User Data Protection Laws

2020.1.1

2018.5.25

2021.9.1

Data Security Law of the 
People's Republic of China

Digital Charter 
Implementation Act 2020

2020

Personal Data Protection Act 2020.11.2



The Dilemma of “Isolated Data”
 The dilemma of “isolated data”

Traditional centralized machine learning breaks
laws of user data protection.

❌



The Dilemma of “Isolated Data”
 The dilemma of “isolated data”

User data is isolated in different companies or
organizations.

❌



Federated Learning
 The dilemma of “isolated data”
 Federated learning (FL)

Traditional centralized machine learning breaks
laws of user data protection.

FL allows multiple participants to collaboratively
train a machine learning model without revealing
their local data.

❌ √



Horizontal Federated Learning & Vertical Federated Learning

Horizontal federated learning (HFL):
Datasets share the same feature space but
differ in the sample space.

Vertical federated learning (VFL):
Datasets share the same sample space but differ in the 
feature space.

①
②
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Federated Learning Is Widely Used

 FL is being widely used in industry. Worldwide IT companies put much effort into developing FL systems.

TensorFlow Federated from Google PySyft from OpenMined

Federated AI Technology Enabler 
(FATE) from Tencent PaddleFL from BaiduFedlearner from ByteDance



Federated Learning Has Vulnerabilities

 Above studies have thoroughly analyzed the privacy and security risks of
HFL. However, the privacy risks of VFL remain unexplored.

 We reveal and shed lights on the vulnerability of VFL to the label inference
attacks.

 Inject backdoor to the federated model 

[ICLR’ 20]

 Poison the federated model 

[USENIX Security’ 20]

 …

 Infer membership [Oakland’ 19]

 Infer class representatives [CCS’ 17]

 Infer sample properties [Oakland’ 19]

 Reconstructing training samples [NeurIPS’ 19]

 …

An adversarial participant in federated learning may:

Infer private information of other participants Attack the federated model



Label Inference Attacks



Illustration of Label Inference Attacks Against VFL with Model Splitting
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Bottom 
Model B

Bottom 
Model A

Top 
Model 

 Several participants collaboratively train a VFL model.

Gradients of the loss 
w.r.t. outputs of the 

bottom model
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Illustration of Label Inference Attacks Against VFL with Model Splitting

Participant BParticipant A
Feature B

Bottom 
Model B

Feature A

Bottom 
Model A

Top 
Model 

Label

 Several participants collaboratively train a VFL model.

 Every participant in VFL holds partial features.

 The labels are privately owned by one participant. This

participant also controls the server running the top model.

 One of the participants without labels is the adversary,

whose goal is to infer the privately owned labels.



Attack 1: Passive Label Inference Attack

 Exploit the locally owned bottom model.
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Attack 1: Passive Label Inference Attack

 Exploit the locally owned bottom model.
 Fine-tune the bottom model with an additional classification layer.

(Trained)
Bottom 
Model 

Bottom 
Model

Forward propagation
Backward propagation

Local 
Optimizer

Bottom 
Model

Data

(1) (2) (3)



Attack 1: Passive Label Inference Attack

 Exploit the locally owned bottom model.
 Complete the bottom model with an additional classification layer.
 Use a small amount of auxiliary labeled data to fine-tune the bottom model in a semi-supervised

manner.

(Trained)
Bottom 
Model 

Unlabeled 
data 

Labeled 
data 

Unlabeled 
data 

Semi-supervised 
learning loss

Bottom 
Model

Bottom 
Model

Bottom 
Model 

Inferred labels
Forward propagation
Backward propagation

Local 
Optimizer

Bottom 
Model

Data

(1) (2) (3) (4) (5)



Attack 2: Active Label Inference Attack

 Accelerate the local model’s learning during training

Malicious 
Optimizer

Bottom 
Model

Data

(1)



Attack 2: Active Label Inference Attack

 Accelerate the local model’s learning during training
 Better expressiveness of the bottom model
 The VFL model is tricked to rely more on the

adversary’s bottom model

Malicious 
Optimizer

Bottom 
Model

Data

(Better Trained) 
Bottom Model 

(2)(1)



Output

Illustration of Label Inference Attack Against VFL without Model 
Splitting

 Several participants collaboratively train a VFL model.
 During the forward propagation, this participant sums

up outputs of all the bottom models to get the final
output.
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Output

Illustration of Label Inference Attack Against VFL without Model 
Splitting

 Several participants collaboratively train a VFL model.
 During the forward propagation, this participant sums

up outputs of all the bottom models to get the final
output.

 Every participant holds partial features.
 The labels are privately owned by one participant.
 One of the participants without labels is the adversary,

whose goal is to infer the privately owned labels.
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Attack 3: Direct Label Inference Attack

 For VFL without model splitting, the
adversary is able to receive the gradients of
the final prediction layer.
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Attack 3: Direct Label Inference Attack

 For VFL without model splitting, the
adversary is able to receive the gradients of
the final prediction layer.

 Directly infer labels by analyzing the signs of
the gradients received from the server.

Output
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Feature B

Bottom 
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Bottom 
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Sum up outputs of all 
bottom models

Gradients of the loss 
w.r.t. outputs of the 

bottom model



Attack Evaluation
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Experimental Setup

Datasets and model architectures
 Various data types

Image, text, numerical feature and categorical feature.

 Various model architectures

ResNet, BERT and fully connected neural networks.

 The VFL models get good performance on the

original tasks.

 Top-1 accuracy:

• CIFAR-10: 82.80%

• CINIC-10: 73.69%

• Yahoo Answers: 71.67%

• Criteo: 71.32%

 Top-5 accuracy on CIFAR-100: 75.11%

 F1 score on BHI: 83.40%
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Performance of the Passive/Active/Direct Label Inference Attack

 Good attack performance.

 The active label inference attack outperforms the passive label inference attack. 

 The direct label inference attack can infer all labels in the training dataset (100% top-1 accuracy).



Performance of the Passive/Active/Direct Label Inference Attack

 Good attack performance.

 The active label inference attack outperforms the passive label inference attack. 

 The direct label inference attack can infer all labels in the training dataset (100% top-1 accuracy).



Performance of the Passive/Active/Direct Label Inference Attack

 Good attack performance.

 The active label inference attack outperforms the passive label inference attack. 

 The direct label inference attack can infer all labels in the training dataset (100% top-1 accuracy).



Impact of the Amount of Auxiliary Labeled Data 
& Comparison with Direct Semi-supervised Learning

 More auxiliary labeled samples indeed increases the attack accuracy. 

 However, as the number of auxiliary labeled samples grows, the attack accuracy increases more 

and more slowly. 

 The trained bottom model contains much information for label inference.

Experiment on CIFAR-10. Attack
performance is measured by
top-1 accuracy.
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The Active Label Inference Attack’s Influence on the Federated Model’s 
Performance on the Original Task

 The active label inference attack has a very small impact on the federated model's performance 

on the original task.



The Impact of the Quantity of the Adversary’s Features

 The quantity of the adversary’s local features determines the upper bound of the attack

performance.

 The active label inference attack can only boost the attack performance within this upper

bound.

The impact of the quantity of the adversary’s features on Criteo. The upper bound is obtained
using all the labels to directly train an inference model with the adversary’s features.



The Impact of the Complexity of the Bottom Model

 The more layers the adversary's bottom model has, the better the active label inference attack 

performs.

 VFL models with simpler tasks face a greater risk of label leakage.



Performance of the Active Attack in Multi-party Setting

 Attack performance degrades as the number of participants increases.

 Label inference attacks threats multi-party VFL even when there are 8 participants.
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Analysis



Why the Active Label Inference Attack Works (1)

 More attention is drawn to the adversary’s datum under the active attack.

GradCAM visualization of some training samples under the passive or active label
inference attacks on CIFAR-10. The left half of the image is the datum of the adversary.



Why the Active Label Inference Attack Works (2)

 The adversary’s bottom model learns better representations of raw local data under the active

attack.

T-SNE projection of the outputs of the adversary’s bottom 
model. Different color represents different labels.



Defense Evaluation
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Possible Defense
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gradients
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Defense Against the Active Label Inference Attack

 Three mainstream defense approaches: noisy

gradients, gradient compression and privacy-

preserving deep learning.

 DiscreteSGD, a customized version of the

defense approach signSGD.

 These defense approaches are not effective

against our active label inference attack.



Defense Against the Direct Label Inference Attack

 Two of the four evaluated defense approaches can

successfully mitigate the direct label inference attack.



Conclusion



Conclusion

 We reveal and shed lights on the new label leakage issue of VFL.

 We present three types of label inference attacks against VFL. We evaluate our attacks on various tasks

under both two-participant and multi-participant settings and achieve good attack performance.

 We share insights about the underlying working mechanism of the active label inference attack, and

present visualized proofs.

 We evaluate four possible defenses against our attacks and find that they are not effective against the

passive/active attack, which motivates future work on better defenses.



fuchong@zju.edu.cn
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