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Adversarial attack towards Deep Neural Networks (DNNs)



Defense approaches against adversarial attack



Text laundering: paraphrasing text with the help of SOTA LLM



Comparison with baseline and different laundering models



Knowledge distillation of teacher model to student model



Experiment of defense against adversarial example attack



Experiment of defense against backdoor attack



Investigation of the knowledge distillation options



Conclusions

✓ A novel universal defense framework towards adversarial 
example attack and backdoor attack.

✓ Build a local surrogate model through knowledge distillation 
from the SOTA large foundation model.

✓ Present a paraphrasing dataset containing 10000 sentence pairs 
in 5 types of structure for related text similarity research.




