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Hijack Vertical Federated Learning Models As
One Party

Pengyu Qiu, Xuhong Zhang�, Shouling Ji, Changjiang Li, Yuwen Pu�, Xing Yang, Ting Wang

Abstract—Vertical Federated Learning (VFL) is an emerging paradigm that enables collaborators to build machine learning models
together in a distributed fashion. However, the security of the VFL model remains underexplored, particularly regarding the Byzantine
Generals Problem (BGP), which is a well-known issue in distributed systems. This paper focuses on revealing the threat of BGP in VFL
systems. Specifically, we propose two attacks, the replay attack and the generation attack, to evaluate the vulnerability of VFL when
there is only one malicious party. The goal of the adversary is to hijack the VFL model to give desired predictions. Moreover,
considering the uneven distribution of importance among parties, we combine data poisoning with the aforementioned attacks to
explore whether they can bypass the situation where the adversary has few features. The evaluation results demonstrate the
effectiveness of our attacks. For instance, the adversary holding only 10% of the features can achieve an attack success rate close to
90% on a binary classifier. Additionally, we evaluate potential countermeasures, and the experimental results show that their defense
capability is limited and usually at the cost of performance loss of the VFL task. Our work highlights the need for advanced defenses to
protect the prediction results of a VFL model and calls for more exploration of VFL’s security issues.

Index Terms—Vertical Federated Learning, Byzantine Generals Problem, Adversarial Attack, Poisoning Attack.
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1 INTRODUCTION

The increasing importance of data as a valuable resource
has brought attention to the issues of illegal data collection
and data breaches, as highlighted in recent studies [34],
[30], [17], [2]. This has led to a growing consensus on the
need for personal data protection, and governments have
implemented regulations such as the GDPR [79] and CCPA
[37] to define the boundaries for data collection, sharing,
and transactions. While these measures serve to prevent
malicious collection of personal data by companies, they
also limit the ability of companies to leverage data for
business growth.

The challenge of balancing personal data protection with
the use of data for business growth can be addressed by
Vertical Federated Learning (VFL). VFL is specifically de-
signed to address situations where participants hold the
same samples but have different features. For example, in
a collaboration between a bank and a financial company,
as depicted in Fig. 1, the bank and the financial company
may have a group of common users, but possess different
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Fig. 1. An illustration of VFL is presented. In this scenario, Participant A,
a financial company, holds features 1 and 2, while Participant B, a bank,
possesses features 3 and 4. The two parties collaborate to train a model
for predicting loan approval.

features for those users, such as savings and loan records
in the bank and stock and security information in the
financial company. When the bank seeks to improve its loan
evaluation risk control model, incorporating features from
the financial company becomes a promising choice. VFL
offers an effective solution for the bank and the financial
company to train a model together.

Several frameworks, including FATE [49], PySyft [92],
TF Encrypted [13], and CrypTen [38], have been developed
to support VFL. In practice, the benefits of VFL have been
demonstrated in various studies such as [50], [84], [85].
However, the privacy and security analysis of VFL remains
an under-explored area, as highlighted in recent research
[18], [65], [55], [86].

The Byzantine Generals Problem (BGP) [42] is a well-
known issue in the field of reliable distributed systems,
highlighting the difficulty of achieving consensus in a net-
work where some nodes may be compromised or sending
false information. In a recent study by Bagdasaryan et
al. [5], a new class of backdoor attack was proposed in
Horizontal Federated Learning (HFL), where participants
share the same feature space but different sample spaces and
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collaborate to train a global model. Their findings showed
that the global model could be easily backdoored by a single
party, replacing its local model with a poisoned one.

1.1 Motivation

In VFL, however, there is no complete model shared among
these participants. Furthermore, each participant holds only
a portion of the user’s features. These distinctions render the
straightforward application of existing attacks unsuitable.
Nevertheless, concerns about the resilience of VFL to BGP
persist, particularly regarding whether a single malicious
participant might ‘hijack’ the VFL model as can occur in
HFL [5].

To address this concern, our paper investigates VFLs that
employ Deep Neural Networks (DNNs), which have proven
highly effective in various applications [40], [72], [1], [76].
We uncover that a single malicious participant is capable
of manipulating the model to produce specific predictions
by altering features. In order to identify susceptible features
that can be exploited, we propose two attacks: the replay
attack and the generation attack.

Replay Attack: An effective attack strategy based on
the intuition that robust features can be maliciously used
to manipulate the model’s output. Here, robust features
refer to those strongly correlated with the labels, such as
the red sports car’s head and ‘Automobile’ in CIFAR10 [39],
a widely used dataset for image classification. To carry out
the replay attack, the adversary first selects samples that
strongly align with the desired class and stores their fea-
tures. Then, when targeting a specific sample, the adversary
replaces its features on his/her end with the stored features
to force the model to produce a misclassification (e.g., from
‘not qualified’ to ‘pass’ in a loan application in Fig. 1).

Generation Attack: The advantage of the replay attack
is that it utilizes existing features, which may make it
difficult to detect in cases where there are checks on data
authenticity. However, it may not always be optimal in
achieving the adversary’s goal. The generation attack is
proposed to generate stronger features than those from the
replay attack, which turns the searching process into an
optimization problem.

VFL has a unique property that distinguishes it from
the BGP: the importance of each participant’s features is
highly correlated with their influence on the final prediction.
For instance, if there are a fixed number of total features,
the participant who has a larger portion of those features
is assumed to have more impact on the prediction. This
presents a challenge for an adversary who only controls a
few features to perform successful attacks. To overcome this
limitation, we propose a poisoning phase to be combined
with our attacks.

Poisoning Phase: The poisoning phase serves to increase
the VFL model’s sensitivity to the adversary’s features. As
described in [78], a model is more likely to learn the connec-
tion between the features and the target class if the features
frequently appear in the samples of the class. Therefore,
in the poisoning phase, the adversary can combine the
generated features with a group of samples of the desired
class to increase their frequency. This is supposed to result in
a stronger connection between the implanted features and

the class, allowing the adversary to conduct more powerful
attacks.

In Section 5, we present our evaluation of the proposed
attacks under various scenarios. The experimental results
demonstrate that the attacks, when combined with the
poisoning phase, can achieve impressive performance. For
instance, an adversary controlling only 10% of the features
can achieve an attack success rate of nearly 90% on a binary
classifier.

Furthermore, we also evaluate two possible countermea-
sures against these attacks, namely input transformation
and dropout. However, our results indicate that the effec-
tiveness of these defenses is limited, and they come at the
cost of reduced VFL task performance.

Our contributions can be summarized as follows.
• To the best of our knowledge, our work is the first

to investigate the BGP in VFL with the assumption of
a single malicious participant, which adds to existing
knowledge on this topic.

• We propose two attack methods and their variants,
considering the adversary’s background knowledge,
which are easy to initiate and have a high success rate.

• We evaluate our attacks on real-world datasets of vari-
ous types (tabular, image, text, and multi-modal), show-
ing their effectiveness.

• We analyze existing defense mechanisms and apply
two selected solutions to protect against our attacks.
However, the experimental results indicate that more
advanced defense strategies are needed.

2 PRELIMINARIES

We begin by introducing a set of fundamental concepts and
assumptions. TABLE 1 summarizes the important symbols
and notations.

TABLE 1
Symbols and notations.

Notations Definition

Pi, Di the i-th party in VFL, and Pi’s dataset
Ui, Fi Di’s sample/user space and feature space

fi, ftop, fs Pi’s bottom model, the top model, and the surro-
gate model

θi, θtop fi’s parameters, and ftop’s parameters
x(u)
i , y(u), v(u)

i a sample u’s feature vector of Di, u’s label, x(u)
i ’s

corresponding output from fi
Bϵ(x) a norm ball at x with the radius of ϵ

xδ perturbed adversarial sample of x
θδ perturbed parameter of θ

di, d̃ the size of features in Fi, the output dimension of
each bottom model

P adversary’s knowledge about the samples’ poste-
riors

L, Lt adversary’s knowledge about the samples’ labels,
adversary’s knowledge about a group of samples
who belongs to the target class

K = (·, ·) a tuple denote the adversary’s background
knowledge

2.1 Byzantine Generals Problem
The Byzantine Generals Problem (BGP) is a well-known
challenge in the design of reliable distributed systems. In
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their seminal work [42], Lamport et al. provided a formal
description of the problem:
Definition 1 (Byzantine Generals Problem). A commanding

general must send an order to their n − 1 lieutenant
generals such that:

• IC1. All loyal lieutenants obey the same order.
• IC2. If the commanding general is loyal, then every

loyal lieutenant obeys the order they send.

Conditions IC1 and IC2 are called the interactive consistency
conditions.

A fundamental conclusion of the BGP, established in
[42], is that to achieve a consensus (attack or retreat) on
the order in the presence of m traitorous generals, the
number of generals n must be greater than 3m. However,
this conclusion does not guarantee the correctness of the
consensus.

The Two Generals Paradox is a special case of BGP that has
been proven to be unsolvable [41]. Specifically, it presents a
thought experiment in which two generals can only com-
municate by sending a messenger through enemy territory
to agree on the time to launch an attack, but can never reach
a consensus.

Our work reveals that the BGP also exists in the con-
text of VFL. In addition to achieving consensus among all
participants, our findings indicate that the VFL model’s
predictions can be easily manipulated by a single malicious
party. Furthermore, in a two-party VFL setting, the Two
Generals Paradox dilemma arises because it is impossible
to determine which party’s features provide the correct
category information if one of them is malicious.

2.2 Deep Neural Networks
Deep neural network (DNN) is one of the most popular
machine learning methods in recent decades, exhibiting
powerful feature extraction ability. Specifically, a DNN f
with parameters θ represents a function f : X → Y , where
X denotes the input space and Y denotes the label.

Take a classification task for example. Given a training
set D, of which each instance (x, y) ∈ D ⊂ X × Y consists
of an input x and its class y, a DNN f is trained to find the
best parameters θ by minimizing the loss function ℓ (usually
a cross entropy loss for classification tasks). Formally, the
search for the best θ can be formulated as:

min
θ

E(x,y)∈D[ℓ(x, y; θ)], (1)

where E[ℓ(·)] denotes the expected loss of f(x; θ) and y.

2.3 Vertical Federated Learning
Consider a classification task and a set of N distributed
parties {P1, P2, · · · , PN} with datasets {D1, D2, · · · , DN}.
For each dataset, Di = (Ui,Fi), where Ui denotes the sam-
ple space and Fi denotes the feature space. Before training,
VFL needs to first determine the sample space U , which is
U =

⋂N
i=1 Ui. Then for features from different Fi, VFL aligns

them for each sample.
After the preparation of data, Pi trains its bottom model,

denoted by fi, to extract the high-level abstractions of each
sample. Let x(u)i denote the feature vector of sample u

with di features from Fi. Then the function of fi is to
map the feature vector to a d̃-dimensional latent space, i.e.,
fi(x

(u)
i ; θi) : Rdi → Rd̃. θi denotes the parameters of fi and

is optimized by a specific objective function. We use v(u)
i to

represent the output of fi. For simplicity, unless otherwise
defined, we use vi instead of v(u)

i in the following.
After each participant uploads vi to a neutral third party

server (NTS), they are concatenated for further calculations.
Specifically, let vcat = [v1, v2, · · · , vN ] and ftop denote the
top model located at NTS. ftop learns a mapping from vcat

to vtop, i.e., ftop(vcat; θtop) : RN×d̃ → Rc, where c denotes
the number of classes, and vtop is the output of ftop, which
is also the posterior of a sample. Finally, vtop is sent to the
party who owns the labels to calculate the loss, e.g., cross-
entropy loss. The loss is then used to optimize each model’s
parameters, including ftop and fi. Formally, the training of
VFL is formulated as follows:

min
{θi}N

i=1,θtop

Eu∈U [ℓ(x1, x2, · · · , xN , y; {θi}Ni=1 , θtop)], (2)

where ℓ refers to the loss function.

2.4 Threat Model
Assuming the adversary is a VFL participant who provides
only features and aims to manipulate the VFL model into
predicting a specific set of samples as the adversary’s chosen
class. The adversary may be motivated to profit by provid-
ing a service that alters the results of a user’s bank loan
application. This assumption forms the basis of the threat
model.

The following are additional background knowledge of
the adversary for conducting corresponding attacks.

• Access to the posteriors, denoted by P . P is essential
for the replay attack and generation attack. For the
former, P helps identify robust features, while for the
latter, it guides the optimization direction.
The assumption of this knowledge is reasonable. In
some consulting-like scenarios mentioned in [55], [86],
the adversary needs to know the detail of prediction,
thus he/she can make further decisions depending
on the probability distribution. Moreover, according to
[81], P is essential to data valuation in VFL, which
determines the profit of each participant. Hence, there
is sufficient reason for one party in VFL to access P .

• Auxiliary label information, denoted by L. This
knowledge assumes that the adversary has access to a
small portion, e.g., 1%, of samples’ ground truth labels.
It refers to the case where P is unavailable, indicating
the most confidential situation.
Meeting the assumption of L requires additional ef-
fort. As a participant, the adversary has knowledge of
the samples used in training and can collect a small
subset of candidate samples with unknown labels. The
ground truth labels can then be determined through
investigation or indirect inference methods [18], [52].
For instance, if the adversary is a financial institution
that desires knowledge of a user’s credit rating, it may
infer the rating by posing as a financial management
inquiry and asking the user about their loan amount or
total assets at the target bank.
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Fig. 2. The overview of the attack pipeline. 1) refers to the poisoning
phase if K contains Lt. 2) refers to the preparing phase, where the
adversary use K to conduct the replay attack and the generation at-
tack. This part also includes the case when P is unavailable and the
adversary uses La to train a surrogate model instead. 3) refers to the
replacing phase, which is after preparing the embedding vadv , and the
adversary replaces his/her embedding with vadv for the target sample.

Please note that in the poisoning phase, the adversary
needs to add generated features to a group of samples from
the target class. This refers to a subset of L. Therefore, we
further divide L into two cases: La, where the adversary
has knowledge of a small portion of the ground truth labels
from all classes, and Lt, where the adversary only knows a
small portion of samples from the target class.

Since P and L are orthogonal, the adversary’s back-
ground knowledge can be formally presented by a tuple
K = (·, ·). If one knowledge is unavailable, it is denoted
by ×. Then, there are six different combinations of K (two
choices for P and three for L).

When K = (×,×), the adversary is unable to conduct
any attacks, and we exclude it from our consideration. When
K = (×,Lt), the adversary cannot perform the replay attack
or generation attack. However, it is also an interesting ques-
tion to see whether the added features alone can achieve
the goal. We leave it as a baseline in experiment, comparing
to our attacks. Then, for K = (P,La) and K = (P,Lt),
K = (P,La) is excluded as Lt is sufficient for the poisoning
phase.

Finally, three kinds of K, i.e., K = (P,×), K = (P,Lt),
and K = (×,L), remain. Section 3 presents the detailed
designs and implementations of these attacks under each of
the conditions.

3 METHODOLOGY

3.1 Overview of Attack Pipeline

The pipeline of our attacks is illustrated in Fig. 2 and can
be divided into three phases: poisoning, preparing, and
replacing. Since the adversary has control over his/her
bottom model’s output, we do not distinguish between the
adversary’s prepared features and the corresponding adver-
sarial embedding in the following. This can also benefit
our attacks because optimization in continuous space is
typically easier than in discrete space.

First, the poisoning phase depends on whether K con-
tains Lt. If K contains Lt, the adversary generates random

Gaussian noise r and adds it on the embedding of each
sample in Lt. This phase aims to make the top model
memorize the connection between r and the target class, as
discussed in Section 1.

Second, after training a VFL model, the adversary should
check whether the knowledge P is accessible. If P is not
accessible, the adversary should train a surrogate model
using La. The output of the surrogate model, denoted by P ′,
is then used to approximate P . The training of the surrogate
model only uses the adversary’s features, providing a view
of the clustering trends of samples from the adversary’s
perspective.

The preparation of adversarial embeddings, vadvs, uses
P (or P ′). Specifically, the replay attack uses P to identify
a set of samples with high confidence in the target class.
Additionally, if r is available, it will be added to a candi-
date sample’s embedding during the selection process. The
embeddings of these selected samples are recorded as vadvs.

In the generation attack, P is used to guide the gen-
eration of vadv that can change a set of samples from a
certain class to the target class. If r is available, it will
be used as the initialization for vadv . Otherwise, vadv is
initialized as 0 to avoid potential interference from existing
noise that may already belong to a class, which could affect
the optimization process.

Finally, in the replacing phase, the adversary replaces
the embedding of a target sample with vadv to achieve the
desired prediction.

The details of implementations with different K are pre-
sented in the following sections. However, since the replay
attack is easy to implement, we do not further introduce it.

3.2 Adversary’s Knowledge: K = (P,×)

This knowledge refers to the scenario where the adversary
acts honestly during the training phase but attempts to
manipulate the model’s predictions during the inference
phase. Formally, the generation attack with this knowledge
can be formulated as follows:

min
vadv∈Rd̃

ℓ([v1, · · · , vadv, · · · , vN ], t; {θi}Ni=1 , θtop), (3)

where ℓ measures the entropy loss of the perturbed predic-
tion results and the target class t, and {θi}Ni=1 and θtop are
the models’ parameters.

Solving the objective function is challenging as {vi}i ̸=adv

and {θi}i ̸=adv are confidential, making it infeasible to calcu-
late gradients for optimization. Zeroth Order Optimization
(ZOO) provides an approximation way for the gradients
that only relies on the input and the output.

Given an input x and function f , ZOO set up a constant
h and a perturbation δ to approximate the gradients. It can
be formally described as follows:

g :=
∂f(x)
∂x

≃ f(x + hδ)− f(x − hδ)

2hδ
. (4)

The core idea of ZOO is to use an average slope to
approximate the instantaneous slope at x.

In our case, since {vi}i ̸=adv and {θi}i ̸=adv are fixed after
training, they can be regarded as a part of the unknown
function. Then, denote by F the function that calculates the
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posteriors based on vadv , i.e., F (vadv; {vi}i ̸=adv , {θi}i̸=adv),
Eq .(3) can be reformulated as:

min
vadv∈Rd̃

{ℓ(vadv)} , (5)

where ℓ(vadv) = maxi ̸=t(F (vadv)i) − F (vadv)t. The new
loss function measures the gap between class t’s probability
and the maximum probability except t.

To reduce the complexity of the optimization, the sym-
metric difference quotient [43] is introduced to estimate the
gradient at coordinate level. Specifically, it can be formu-
lated as follows:

gi :=
∂ℓ(vadv)

∂vadv[i]
≃ ℓ(vadv + hei)− ℓ(vadv − hei)

2hei
, (6)

where gi denote the i-th coordinate’s gradient, vadv[i] de-
note the i-th coordinate of vadv , h is a constant, and ei is a
standard base vector with only the i-th component as 1.

However, a small perturbation in a single dimension
may cause no significant change in the final output, result-
ing in a very small estimated gradient. To solve the problem,
we further scale up the gradient to 10−1 level if it is too
small. With the coordinate-related gradient, the following
optimization process is completed by the coordinate descent
method [8], which subtracts the gradient at the correspond-
ing coordinate.

Given that real-world applications, such as loan appli-
cations, often restrict users to a single application within
a specified period, it is crucial to prepare the adversarial
embedding vector vadv beforehand. However, generating a
universal adversarial embedding vector that can work for
all samples without the true gradients and control of all
features is challenging [59]. One feasible approach is to limit
vadv’s ability to modify the model’s predictions for samples
belonging to a specific source class s, rather than all classes.
By creating vadvs for all source-target pairs, the adversary
can achieve the goal of altering any sample’s prediction.
Furthermore, to generate the optimal vadv , the small set of
samples from class s should have high confidence.

Algorithm 1 outlines the attack process. Firstly, the
adversary prepares a set of samples of the source class,
denoted by S . Then, vadv is initialized to 0. This is because
random initialization may result in vadv belonging to a spe-
cific class, whereas 0 has no impact on the final calculation.
Then, the algorithm will randomly select a sample s in S
and the coordinate i. By querying the top model for the
outputs of vadv+hei and vadv−hei, the adversary obtains an
approximated gradient gi. The adversary subtracts gi from
the i-th coordinate of vadv . The above procedure is repeated
for the total query budget Q. Finally, after optimization, the
optimized vadv is stored for the replacing phase.

3.3 Adversary’s Knowledge: K = (P,Lt)

When the adversary has a few features, his/her contribution
to the final prediction is limited [81], as θtop may give a
small weight on vadv . This limits the adversary’s capability
and may cause that no matter how well vadv is optimized,
it is hard to flip the prediction. Therefore, with the help of
Lt, an active way to adjust the weight is perturbing θtop at
the training phase, i.e., the poisoning phase.

Algorithm 1 Class-specific Adversarial Embedding Genera-
tion
Input: Samples who have high confidence of the source class,
S; query budget Q.

Output: Adversarial embedding vadv .
1: vadv ← 0, q ← 0
2: while q < Q do
3: randomly select s ∈ S
4: randomly choose coordinate i

5: gi ← ZOO(ℓ([v(s)
1 , · · · , vadv, · · · , v(s)

N ], t))
6: vadv[i]← vadv[i]− gi
7: q ← q + 2
8: end while

The purpose of the poisoning phase is to implant a
frequently appeared feature r in the samples with the target
class t, hoping that the top model can ‘learn’ the connection
between r and t. The feature r could be randomly initialized
Gaussian noise. Then, for each sample from Lt, r will be
added on its output from the bottom model.

Given the poisoned VFL model, the remaining procedure
is similar to the previous case. The only difference is that
vadv is initialized as r instead of 0. The reason is that search-
ing in the neighborhood of r can improve the generation
efficiency, as the top model is supposed to be sensitive to r.
The objective function is updated to:

min
vadv∈Rd̃

ℓ([v1, · · · , vadv, · · · , vN ], t; {θδi}
N
i=1 , θδtop), (7)

where {θδi}
N
i=1 and θδtop denote the perturbed parameters.

Algorithm 2 summarizes the process of the attack.

Algorithm 2 Adversarial Embedding Generation with Poi-
soning Attack
Input: Auxiliary set of samples with target label Lt; samples

who have high confidence of the source class S; query
budget Q.

Output: Adversarial embedding vadv .
1: Poisoning Phase:
2: Generate Gaussian noise r.
3: Add r on the samples’ embeddings from Lt, and upload

them in training.
4: Preparing Phase:
5: vadv ← r, q ← 0
6: The following procedure is the same as Algorithm 1.

3.4 Adversary’s Knowledge: K = (×,La)

In this scenario, the adversary’s knowledge is limited to the
auxiliary label information La and does not have access to
feedback from the VFL model. His/her role is a participant
who is paid to provide features.

Although the adversary lacks access to P , he/she can
still perturb the top model during training by following the
poisoning method outlined in the previous section. Then, to
overcome the challenge of lacking P , La is used to train a
surrogate model fs.

Specifically, fs takes the output of the adversary’s bot-
tom model as input (with r added if the sample belongs to
the target class) and aims to approximate the classification
boundary of ftop using only the adversary’s features.
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To train a high-quality surrogate model with a small
number of samples, mix-up is employed in fs’s training.
Mix-up, proposed by Zhang et al. in [90], implements data
augmentation through combinations of samples from dif-
ferent classes. For example, given two samples u and v,
mix-up creates a new sample xnew = λx(u) + (1 − λ)x(v),
with a new label ynew = λy(u) + (1 − λ)y(v). Compared
to conventional techniques such as rotation, clipping, and
scaling, mix-up has demonstrated significant improvements
on original tasks [90].

However, fs still faces the challenge of transferability
of the generated vadv between fs and ftop. This is be-
cause much information is not accessible, i.e., {vi}i ̸=adv

and {θi}i̸=adv , making it difficult to evaluate whether the
generated vadv can overcome the influence of other par-
ticipants’ features. To address this challenge, we focus on
strengthen vadv’s signal on the target class. The attack can
be formulated as follows:

min
vadv∈Rd̃

ℓ(fs(vadv), t). (8)

Algorithm 3 outlines the attack process. First, the ad-
versary conducts the poisoning phase using the subset Lt of
La. Next, the adversary trains a surrogate model fs using La

and their features, with mix-up used for data augmentation.
After fs’s training, vadv is initialized with a sample u that
has high confidence with the target class. The optimization
process then strengthens the signal of vadv on the target
class until the loss is within the given bound.

Algorithm 3 Adversarial Embedding Generation with Aux-
iliary Label Information
Input: Auxiliary label information with all classes La, error

bound ϵ.
Output: Adversarial embedding vadv .

1: Poisoning Phase:
2: Generate Gaussian noise r.
3: Add r on embeddings of samples with target class from La,

and upload them at training time.
4: Preparing Phase:
5: Train a surrogate model fs.
6: Collecting a sample u with high confidence of target class

through fs.
7: vadv ← v(u)

adv + r.
8: while ℓ(fs(vadv), t) > ϵ do
9: vadv ← vadv − ∂ℓ(fs(vadv),t)

∂vadv

10: end while

4 EXPERIMENTAL SETUP

Based on [55], [18], we focus on evaluating two-party VFL as
the primary case, while analyzing the impact of the number
of parties in Section 6. Real-world cases demonstrated by
FedAI [84], [85] and previous works of VFL [89], [55], [91]
suggest that two-party VFL is more commonly used than
multi-party VFL. We speculate that this is due to a decrease
in overlapped users among participating companies and an
increase in communication costs as the number of parties
increases.

4.1 Datasets

We evaluate the attack performance on 8 public datasets,
including tabular, image, text, and multi-modal data types:
1) Company Bankruptcy Prediction Dataset (denoted by
BANK) [47], which was collected from the Taiwan Economic
Journal for the years 1999 to 2009, consisting of 6,819 in-
stances with 95 attributes and two classes; 2) CRITEO [28],
which is used for Click-Through-Rate (CTR) prediction, con-
sisting of 100,000 instances; 3) MNIST [44], which is widely
used as the benchmark in machine learning, consisting of
60,000 images with 10 classes; 4) CIFAR10 [39], which is also
a well-known image dataset, consisting of 60,000 images
with 10 classes; 5) CIFAR100 [39], which shares the same
images as CIFAR10 but has 100 classes; 6) Facial Expression
Recognition (FER) [6], which consists of a training set of
28,709 examples and a test set of 7178 examples; 7) IMDB
[56], which contains 50,000 movie reviews with two classes;
and 8) Android Permission Dataset (denoted by AP) [58],
which contains 20,000 android APPs’ permission statistics
and descriptions with two classes.

For BANK, CRITEO, and AP, we further use the over-
sampling method to balance the number of samples in each
category. Then the train and test data is split with a ratio of
7:3. As for MNIST, CIFAR10, FER, and IMDB, they are split
by default. Specifically, CIFAR10 uses 50,000 images in the
training and 10,000 images for testing. IMDB, however, uses
25,000 reviews in training and 25,000 reviews for testing.

Dataset Configuration: To simulate a two-party VFL
scenario, we adopt the approach described in [55], [18] and
divide the features into two parts. For tabular data, splitting
it into two parts is straightforward. When dealing with
images, we split them vertically along the center, meaning
that if the feature ratio is 50%, we divide the image into two
halves. As for text data, we split it based on the proportion
of words.

In our experiments, we also vary the feature ratio of
the adversary from 10% to 90% to approximate his/her
feature importance to the VFL model. Here, the feature ratio
refers to the proportion of features owned by the adversary.
According to [81], the contribution of each party to the
prediction results in VFL is proportional to the number
of features they own. Therefore, using the feature ratio to
represent the importance of the adversary is reasonable.

4.2 Models and Default Parameters

In our experiments, we train the VFL model in a local envi-
ronment and designate one bottom model as the adversary’s
model. TABLE 2 provides an overview of the models and
other default parameters.

Models: The top model comprises dense layers, includ-
ing an input layer, an output layer, and one hidden layer.
The bottom model is chosen based on the type of data. For
tabular data, we use MLP [73] with three dense layers to
compute embeddings. For image data, we use ResNet [29],
while for text data, we use BERT [14] as the bottom model.
The surrogate model is also made up of dense layers.

Default Parameters: We train the VFL model for 10
epochs, as pre-trained models from PyTorch 1 and Hugging

1. https://pytorch.org
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TABLE 2
Models and default parameter settings.

Term Parameter Setting

MLP (Bottom) size of hidden layer width=64
size of output dimension d̃ = 16

MLP (Top) size of hidden layer width=64
size of input layer in features=16N

MLP (Surrogate) size of hidden layer width=64
size of input layer in features=16

ResNet number of block layers depth=18
size of output dimension d̃ = 16

BERT type bert-base-uncased

Training epochs 10
batch size 256 (images and tab-

ular data) or 8 (texts)

Adam learning rate lr = 1e− 3
weight decay wd = 5e− 4

Poisoning Phase time to poison samples after epoch=5
poison ratio 1%, e.g., 50 for CI-

FAR10

ZOO height h=0.01
step step=0.01

Mix-up training epoch epoch=300
random seed α = 1

Face 2 are employed as bottom models. Each batch for
tabular and image data consists of 256 samples, while for
text data, it is limited to 8 due to memory constraints.

During the poisoning phase, only 1% of samples from
the target class are used, which is comparable to the number
used in conventional poisoning attacks [66]. Moreover, we
limit the query budget of the generation attack to 300
iterations. These stringent settings take into account the
limitations of the practical implementation in the real world,
such as the cost of selecting users’ information, and help to
expose the serious security issues in VFL.

4.3 Metrics
The metrics used for evaluating our attacks includes the At-
tack Success Rate (ASR), Running Time (RT), and Memory
Usage (MU).

ASR: The main metric used to evaluate the attack per-
formance, which is defined as follows:∑

u∈Dtest

I(argmax(f(v(u)
1 , · · · , v(u)

N ; θtop)) = t)

∥Dtest∥
, (9)

where I(·) is an indicator function and Dtest denotes the
testing dataset. For both the replay attack and the generation
attack, ASR is tested with 10 vadvs and the averaged results
is reported.

RT: The evaluation of RT is straight forward. It records
the timestamps from the start of the program to the end,
and then records the time cost by the attack.

MU: The MU is recorded during the process and is im-
plemented by memory profile and psutil, which are prevalent
packages used to record process and system utilities.

4.4 Baselines
We introduce two baseline methods for comparison. The
first is the poison attack, which corresponds to the scenario

2. https://huggingface.co

where K = (×,Lt). This baseline evaluates whether the
frequently implanted feature r can serve as a ‘trigger’ sim-
ilar to that in backdoor attacks [66]. The poison attack is
easy to implement, with the adversary adding r to their
embeddings.

The second baseline is a modification of the backdoor
attack in HFL [5], called the scale attack. In [5], a poisoned
model is trained, and its perturbed parameters are scaled
before the aggregation process. Following their approach,
the scale attack selects a sample from the target class ran-
domly and scales its embedding, such as by a factor of 10,
before uploading it to the top model.

4.5 Environment
We implement the attacks in Python and conduct all experi-
ments on a workstation equipped with AMD Ryzen 9 3950X
and an NVIDIA GTX 3090 GPU card. We use PyTorch to
implement the models used in the experiments, and pandas
and sklearn for data preprocess.

5 EVALUATION

In this section, we present three different scenarios based on
K. The purposes of each scenario are organized as follows:

• In Section 5.1, we evaluate our attacks in the basic
setting when K = (P,×).

• In Section 5.2, we conduct experiments to evaluate
the effect of combining the poisoning phase when
K = (P,Lt).

• In Section 5.3, we evaluate whether the adversary alone
can conduct the attacks when K = (×,La).

Given that we limit the scope of vadv to modifying a
set of samples from a specific class, our evaluations and
comparisons focus on a single fixed source class. Specif-
ically, we use ‘0’ as the source class, which corresponds
to ‘bankrupt’ in BANK, ‘airplane’ in CIFAR10, ‘negative’
in IMDB, and so on. For binary classification tasks such
as BANK, CRITEO, and IMDB, we set the target class to
1’. Likewise, for image datasets like CIFAR10, we also set
the target class as 1’, which corresponds to the ‘automobile’
class, to ensure consistency across experiments. We analyze
the impact of different combinations of source and target
classes in Section 6.3.

5.1 Evaluation with K = (P,×)

In this section, we evaluate the effectiveness of our attacks
using K = (P,×), and address the following questions:

• How effective are our attacks against a normal VFL
model?

• Can the adversarial embedding successfully change the
prediction of a sample to the target class?

• Do our attacks work well across all types of datasets?
Attack Performance: Fig. 3 illustrates the results of

our attacks with K = (P,×). For BANK, CRITEO, and
IMDB, we observe that the generation attack can achieve
remarkable performance with an ASR of nearly 99%, given
a feature ratio higher than 30%. For MNIST and CIFAR10,
the ASR becomes considerable when the adversary has over
50% features. However, for FER, the ASR only reaches 99%
when the feature ratio is set to 90%.



8

0.1 0.3 0.5 0.7 0.9
0.0

0.5

1.0
AS

R
BANK

0.1 0.3 0.5 0.7 0.9
0.0

0.5

1.0
CRITEO

0.1 0.3 0.5 0.7 0.9
0.0

0.5

1.0
IMDB

0.1 0.3 0.5 0.7 0.9
Feature Ratio

0.0

0.5

1.0

AS
R

MNIST

0.1 0.3 0.5 0.7 0.9
Feature Ratio

0.0

0.5

1.0
CIFAR10

0.1 0.3 0.5 0.7 0.9
Feature Ratio

0.0

0.5

1.0
FER

Scale Replay Generation

Fig. 3. Attack performance with K = (P,×). The x-axis represents the
feature ratio of the adversary. The y-axis represents the ASR.

We speculate that the difference in the success rate
between the tabular/text dataset and image datasets is due
to the completeness of features. For example, in BANK, the
feature split distributes different attributes to each party, but
it does not split the attribute values themselves. On the other
hand, in MNIST, the feature split means that the image of
a number will be cut into two parts, which can make our
attacks more challenging to succeed as the adversary does
not have valid and complete features to work with.

Regarding the difference between FER and
MNIST/CIFAR10, we speculate that the performance of the
main task may contribute to the observed phenomenon. In
particular, the classification accuracy of FER on the test set
is only around 60%, whereas MNIST and CIFAR10 achieve
over 90% accuracy. This means that even true data may be
misclassified by the model in the case of FER, which could
reduce the success rate of our attacks.

The baseline, scale attack, and replay attack are effective
when the feature ratio exceeds 50%. In binary tasks, the
replay attack demonstrates greater stability compared to the
scale attack, particularly on the CRITEO dataset. However,
for multi-label tasks, the scale attack outperforms the replay
attack.

We hypothesize that the classification boundary for
multi-label tasks is more complex than that of binary tasks.
As a result, in binary tasks, merely scaling the values will
not immediately achieve the desired outcome; it is necessary
to identify features that cross the boundary. In contrast, for
tasks with complex boundaries, features significant for one
class might also be important for another class. This implies
that replacing features could lead to incorrect predictions
instead of the targeted class.

In conclusion, the above results demonstrate that the
success of our attacks is independent of the data type, as
expected. Moreover, for tabular and text data, an attribute
or a word may be decisive in determining the class, whereas
for images, a salient complete object, such as cat ears, is
required.

5.2 Evaluation with K = (P,Lt)

In this section, our goal is to verify speculations as follows.
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Fig. 4. Attack performance with K = (P,Lt). The x-axis represents the
feature ratio of the adversary. The y-axis represents the ASR. The solid
line refers to the attack performance with K = (P,Lt), while the dashed
line represents the corresponding attack performance with K = (P,×).

• The poison attack alone cannot work with a limited
number of poisoning samples;

• The perturbed model leads to a better performance of
two attacks.

Configuration of Lt: We randomly sample auxiliary
label information from the training dataset, with a sampling
rate of 1%. For example, in CIFAR10, only 50 images of
the target class are poisoned. Our setting is more strict for
the adversary compared to conventional poisoning attack
settings [66].

Attack Performance: The results of our attacks are pre-
sented in Fig. 4. Our evaluation reveals that the poison at-
tack alone is not effective, as its purpose is to attract the top
model’s attention rather than inducing a wrong prediction.
However, for CRITEO and IMDB, even the poison attack
can achieve a high ASR when the feature ratio is over 50%,
indicating that the top models trained on these datasets may
be more sensitive to the feature values.

Overall, our attacks benefit from the poisoning phase.
For example, for CIFAR10, when the feature ratio is 50%, the
generation attack’s performance improves from nearly 60%
to over 90% with the help of the poison attack. Similarly,
the replay attack’s performance improves from 30% to 47%
when the ratio is 50%. The improvements are also observed
on other datasets.

These results demonstrate the effectiveness of our pro-
posed attacks when the adversary provides valid features.
In such cases, the attacks can achieve remarkable perfor-
mance, highlighting the severe threat posed by a malicious
party in VFL.

5.3 Evaluation with K = (×,La)

In this section, we assess the performance of our attack
when K is limited to La. Our objective is to discover or
generate embeddings that exhibit strong signals related to
the target class under this stringent condition.

Configuration of La: We also sample La from the train-
ing dataset, with a sampling ratio of 1%. For CIFAR10, this
results in a total of only 500 images, with 50 images per
class. This setup poses a significant challenge to train our
mix-up based surrogate model.
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Fig. 5. Attack performance with K = (×,La). The x-axis represents the
feature ratio of the adversary. The y-axis represents the ASR.

Attack Performance: The results of our attacks are pre-
sented in Fig. 5. In comparison to the previous scenarios,
the performance of our generation attacks decreases. This
outcome is expected, as we lack global information to
optimize the adversarial embedding and instead focus on
maximizing the confidence given by the surrogate model.
Therefore, the loss of information introduced by the surro-
gate model and the potential overfitting of the embedding
on the surrogate model contribute to the performance drop.

Nevertheless, our attacks remain potent when the fea-
ture ratio is over 50%, and even 30% for binary tasks.
We speculate that this is because the adversary places
significant importance on the final prediction with high
feature ratios, and the clustering tendency of the adversary’s
embedding is captured by the surrogate model [18], [65].

In conclusion, when K is limited to La, our attacks are
affected, but they can still perform well when the adversary
has enough features that contribute to the final prediction.

6 SENSITIVITY ANALYSIS

In this section, we further evaluate the impact of the default
settings used in the previous experiments. We aim to answer
the following research questions:

• How does the number of parties affect our attacks?
• Will more classes invalidate our attacks?
• Does the choice of source and target classes affect our

attacks?
• What is the impact of poisoning phase on our attacks?
• How does query budget affect the generation attack?
• What is the impact of multi-modal data on our attacks?
• What is the complexity and running time of our at-

tacks?
• How much memory does our attacks take?

6.1 Number of Parties
In this section, we assess the impact of the number of parties
on our attacks, with a fixed adversary feature ratio of 10%.
Each newly added participant is assigned 10% of the total
features. For instance, when there are three participants,
both the adversary and the newly joined participants have
a feature ratio of 10%, and the participant with labels owns
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Fig. 6. Attack performance with different number of parties. The x-axis
represents the number of parties. The y-axis represents the ASR.

the remaining 80%. When there are ten participants, each
one has 10% of the features. The typical datasets BANK and
CIFAR10 are evaluated in the following.

The results are summarized in Fig. 6. We observe that
increasing the number of parties does not decrease the
performance of our attacks. On the contrary, the attacks’
performance even increases when there are more parties.
We speculate that this is because when the features are
distributed among more participants, the adversary gains
more influence over the final predictions. For example,
when there are only two parties, the adversary is the weaker
one with only 10% of the features, and the other party
dominates the predictions. However, when there are ten
parties, each participant holds 10% of the features, giving
the adversary more opportunities to manipulate the model
with their prepared vadvs.

In conclusion, when there are multiple parties, and each
one contributes evenly to the final predictions, the adversary
is more likely to manipulate the final results as a single
party.

6.2 Number of Classes
In this section, we evaluate the performance of our at-
tacks with a larger number of classes. Our objective is to
investigate the impact of the number of classes on our
attacks, as complex classification boundaries may make
generating vadv challenging. We conduct the experiments
using CIFAR10 and CIFAR100 datasets. The attacks are
performed with K = (P,Lt), where the adversary’s ability
is maximum.

The results for both datasets with different feature ratios
are shown in Fig. 7. The performance for CIFAR10 has
been introduced in Section 5.2, here we do not repeat it.
As for CIFAR100, all attacks’ performances are affected
when the feature ratio is less than 70%. This outcome is
reasonable as complex classification requires more diverse
embeddings from both parties, i.e., more clustering cen-
ters. Consequently, with the same feature ratio, it is more
challenging for the adversary to flip the prediction without
sufficient influence.

In conclusion, the experiments indicate that our attacks
may experience a loss of performance as the number of
classes increases. Nonetheless, our attacks still function ef-
fectively when dealing with 100 classes.

6.3 Impact of Different Pairs
Our previous evaluation is conducted with a fixed source-
target pair by default. Therefore, it is important to evalu-
ate our attacks under different source-target pairs. We use
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Fig. 7. Attack performance when the number of classes changes. The
x-axis denotes the feature ratio of the adversary. The y-axis denotes the
ASR.

TABLE 3
Performance of different source and target pairs. The row denotes the

source classes, and the column denotes the target classes.
Airplane Automobile Bird Cat Deer Dog Frog Horse Ship Truck

Airplane - 56.74% 34.51% 18.18% 7.08% 8.19% 5.38% 1.02% 41.84% 5.61%
Automobile 12.03% - 12.57% 2.24% 0.42% 2.01% 0.38% 8.34% 40.85% 26.73%
Bird 40.23% 10.33% - 19.67% 59.01% 12.24% 13.66% 14.66% 24.73% 0.47%
Cat 1.43% 0.64% 32.79% - 68.86% 49.89% 11.08% 4.11% 21.10% 5.05%
Deer 6.25% 0.10% 56.87% 8.68% - 57.13% 24.91% 50.81% 18.99% 43.35%
Dog 5.69% 0.05% 3.41% 70.51% 56.13% - 3.12% 19.46% 0.86% 1.02%
Frog 7.38% 0.91% 44.74% 60.39% 47.14% 13.03% - 0.08% 22.72% 13.96%
Horse 0.51% 0.01% 5.64% 16.03% 87.23% 20.16% 1.42% - 0.82% 7.80%
Ship 2.49% 79.00% 2.25% 15.22% 24.10% 15.75% 10.17% 0.01% - 24.15%
Truck 55.37% 68.24% 13.43% 35.31% 6.30% 27.60% 31.52% 2.99% 18.57% -

CIFAR10 to perform the following experiments. Since our
attacks do not perform well with a feature ratio of 10%, we
set the feature ratio as 30% for comparison. In this section,
we focus on the generation attack.

Table 3 summarizes the results, which show that the
performance of our attacks varies with different source and
target pairs. In general, our attacks perform better when the
source and target classes are both animals or vehicles. For
example, to change the prediction from ‘Horse’ to ‘Deer’,
our generation attack can achieve an ASR of 87.23%. This
is reasonable since these classes are similar in our human
concept, and the model can capture the relationship between
them as expected.

Moreover, we find that the relationship also exists in a
fixed source and target pair. For example, if we generate a
vadv to change the prediction from ‘Dog’ to ‘Cat’, the model
may predict ‘Deer’ for a set of samples. This indicates that
in VFL, compared to a targeted attack, an untargeted attack
is easier to perform as it does not require any extra design.

To summarize, the difficulty of the attacks varies with
different pairs. If the two concepts are similar and can
be distinguished by the model, then it is easier for the
adversary to launch a successful attack.

6.4 Impact of Poisoning Phase

This section evaluates the impact of the number of poisoned
samples on our attacks using the CIFAR10 dataset, with the
adversary’s feature ratio fixed at 30%. We vary the sampling
ratio of poisoned samples from 1% to 10% of the target
class’s samples for comparison. Fig. 8 plots the results of
the experiments.

As expected, increasing the number of samples added
with r enhances the performance of the poison attack, albeit
with some limitations. For instance, at a poison ratio of 9%,
the poison attack achieves an ASR over 10%, which is much
better than the ASR of nearly 0% at the poison ratio of 1%.

Furthermore, the results show that as the r becomes
stronger, the performance of the generation attack, replay
attack, and scale attack also improves, although with some
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Fig. 8. Effect of poison ratio. The x-axis denotes the proportion of poi-
soned samples among the target class’s samples. The y-axis represents
the ASR.
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Fig. 9. Performance with different query budgets. The x-axis represents
the number of iterations. The y-axis represents the ASR.

fluctuations. Notably, the generation attack benefits more
than the replay attack and the scale attack since it is initial-
ized with r.

In conclusion, increasing the number of poisoned sam-
ples can enhance not only the performance of the poison
attack but also the performance of other attacks. These
findings also reveals the threat posed by malicious parties
in the training of VFL models.

6.5 Number of Queries

This section examines the impact of the query budget on
our attacks using the BANK and CIFAR10 datasets, with
the adversary’s feature ratio set at 30%. We vary the number
of iterations from 100 to 600, corresponding to the number
of queries from 200 to 1,200. Fig. 9 plots the results of the
experiments.

The results show that for BANK, the generation attack
achieves an ASR of almost 100% with only 100 iterations,
showing no significant trend with the increase in the num-
ber of queries. However, for CIFAR10, the attack’s perfor-
mance improves with an increasing number of queries until
it converges when the number of iterations reaches 500.
This phenomenon is due to the feature completeness and
the number of classes as we discussed in Section 5.1, which
require more queries to generate a powerful r for CIFAR10.
Nevertheless, the improvement in performance has a limit,
likely because the adversary lacks sufficient features.

Overall, our findings indicate that the generation at-
tack’s performance improves with an increasing number of
queries, but there is a limit to the improvement due to the
adversary’s feature ratio.

6.6 Impact of Modals

The characteristics of VFL make it well-suited for multi-
modal learning. Thus, in this section, we evaluate the attacks
in a multi-modal scenario with K = (P,Lt) using the AP
dataset, which includes both text and tabular data.
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TABLE 4
Comparison of different data modal. The value in the cell denotes the

ASR of the corresponding attack and the data modal.

Modal Poison Attack Scale Attack Replay Attack Generation Attack

Tabular 0.93% 100% 100% 100%
Text 15.02% 11.23% 22.05% 100%

The text data contains the description of an APP, while
the tabular data records the characteristics of an APP, such
as the number of permissions and the security level of
requested permissions. Intuitively, the tabular data is much
more critical for classification than the text data, implying
that attacks targeting the tabular data should perform better.

The results in TABLE 4 support this intuition. When the
adversary has access to the tabular data, the scale attack,
replay attack, and generation attack achieve an ASR of
100%. However, for the text data, only the generation attacks
can achieve the same performance. For the other three
attacks, the importance of the text data for classification is
limited, resulting in a performance lower than 20%. This
finding reconfirms our speculation that a participant with
more important data for the top model can carry out a more
potent attack.

In conclusion, our attacks are agnostic to the modality
of the data. The attack’s capability is determined by the
importance of the features to the task at hand.

6.7 Running Time
This section assesses the running time of our attacks with
K = (P,×). We fix the feature ratio at 10%, and it does not
affect the attack procedure.

Attack Complexity: The scale attack and replay attack
have a theoretical complexity of O(N), where N is the size
of the training set. The scale attack requires samples from
the target class and randomly selects them, leading to the
need to search the training set for enough samples. Simi-
larly, the replay attack needs samples with high confidence
from the target class, thus given a threshold, e.g., 0.9, the
complexity does not exceed O(N).

For the generation attack, the complexity of the selection
part is also O(N) since it involves finding samples from
the source class. The subsequent procedure is to compute
the differentiation of two queries, which takes O(Q) time,
where Q is the query budget. However, since Q is limited
to a small constant in our cases, we conclude that the
generation attack’s complexity is also O(N).

Experimental Results: TABLE 5 reports the running time
of different attacks on various datasets. Interestingly, the
results show no significant difference in the time spent for
different attacks on the same dataset. This outcome occurs
because the timer records the period, including computing
posteriors and calculating the ASR. Therefore, the model
structure’s complexity dominates the time cost rather than
the attack itself. For example, Bert takes much longer to
compute the activation values than ResNet and MLP.

The difference in running time between the scale attack
and the replay attack is due to the implementation. We use
the ‘random’ package to generate a value and select the
sample if the value is over 0.9 for the scale attack. Therefore,
the scale attack takes slightly more time to select enough

TABLE 5
Running time (s) of different kinds of attacks on each dataset.

Attacks BANK CRITEO IMDB MNIST CIFAR10 FER

Scale Attack 2.10 14.21 1047.19 30.55 40.58 79.45
Replay Attack 1.01 11.96 1385.05 28.40 39.55 67.70
Generation Attack 4.29 16.52 1339.01 31.75 42.31 67.89

TABLE 6
Memory usage (MiB) of different kinds of attacks on each dataset.

Attacks BANK CRITEO IMDB MNIST CIFAR10 FER

Scale Attack 2463.1 2510.1 2478.8 3120.7 3369.9 3041.9
Replay Attack 2463.2 2510.3 2478.9 3120.9 3370.1 3042.1
Generation Attack 2463.4 2510.4 2479.0 3121.8 3370.3 3042.3

samples than the replay attack, especially when finding high
confidence samples is easy.

In summary, our experimental results demonstrate that
the running time of the attacks is not significantly affected
by their theoretical complexity but rather the model struc-
ture’s complexity, which accounts for most of the computa-
tion time.

6.8 Memory Usage

This section evaluates the memory usage of different attacks
with the same experimental setup as Section 6.7. However,
recording the memory usage of a function is challenging
since an object’s size may increase and decrease during the
process. To address this issue, we use the memory profile and
psutil packages to measure the memory usage.

The memory usage results are summarized in TABLE 6,
which includes the training data, i.e., images and texts,
loaded in the attack. Each attack consumes almost the same
memory for each dataset, with slight differences possibly
resulting from intermediate calculation results’ storage.

However, note that different running environments,
such as Windows and Linux, have different scheduling logic
that can affect memory usage. Therefore, our results in this
section should be taken as reference.

7 DEFENSE

In this section, our focus is on exploring potential defense
strategies against the attacks we have identified. Since we
are introducing a new track of attack against VFL, there is
a lack of existing research dedicated to developing defense
mechanisms for this specific context. The core challenges
that arise when designing defense methods for VFL can be
summarized as follows:

• Due to privacy protection measures, at inference time,
the adversary’s embedding in plaintext is not available
for detection, leaving only posterior information.

• The assumption of ‘clean’ datasets is no longer valid
since the adversary’s cooperation is required in prepar-
ing the validation and test datasets, allowing the adver-
sary to poison any ‘clean’ datasets.

In addition, as our attacks rely on exploiting features with
a strong signal, we are seeking defense methods that can
be incorporated into the training process, such as a robust
model design.
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In the following section, we will begin by analyzing
existing defenses for traditional centralized scenarios from
two streams: adversarial perturbation generation and poi-
soning attacks. We will then provide an explanation for why
we have chosen two specific methods as references for our
defense strategies. Finally, the experimental results will be
presented in Section 7.2 and Section 7.3.

7.1 Analysis of Existing Defenses

Since our attacks involves feature generation and poisoning
phase, we investigate defenses on these two perspectives for
inspiration.

Defenses against Adversarial Attacks: Firstly, defenses
such as [80], [26], [63] that utilize clean datasets to count
statistical properties of benign samples for detection are not
applicable in this scenario.

After excluding the above-mentioned detection meth-
ods, existing defense strategies mainly focus on adversarial
training [67], [20] and input transformation [27], [62] to
obtain a robust model. However, adversarial training still re-
quires all participants to cooperate, making it vulnerable to
attacks by adversaries. Additionally, the computational and
communication resources required for adversarial training
make it impractical for real business scenarios.

Therefore, we have chosen input transformation as one
of our defense methods. According to findings in [48], [5],
limiting the size of activations can be helpful for defending
against numerical attacks. To achieve this goal, we normal-
ize vi from each participant following the method proposed
in [62].

Defenses against Poisoning Attacks: To begin, it should
be noted that our attacks are orthogonal to poisoning at-
tacks. We mainly combine the poisoning phase to perturb
the top model’s weights and strengthen our attacks. Fur-
thermore, based on previous evaluations, we have found
that the implanted feature alone cannot modify the model’s
prediction. Therefore, we speculate that existing defenses
may not be suitable for our attacks.

Specifically, according to [22], existing defenses can be
classified into two categories: offline defense and online
detection. Offline defense requires data and model inspec-
tion. For example, Neural Cleanse [80], a typical method
in this category, attempts to generate the trigger reversely.
However, due to the performance of the r and the incom-
plete access to the model, it is not feasible. On the other
hand, online detection methods such as Artificial Brain
Stimulation (ABS) [53] and STRIP [23] require a set of clean
samples’ normal ‘behavior’ to determine the threshold for
identifying abnormalities, which is impractical due to the
second challenge.

In [33], Ilyas et al. indicated that useful but non-robust
features could cause misclassification. We speculate that our
planted features plays the same role, and the top model may
memorize its connection with the target class. Therefore, we
introduce dropout [69] to reduce the top model’s memory.

In summary, we have adopted two countermeasures,
normalization and dropout, to defend against our attacks.
The following sections will evaluate these methods sepa-
rately.
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Fig. 10. Impact of normalization on attack performance. The x-axis
represents the feature ratio of the adversary. The y-axis denotes the
ASR. The dashed line denotes the performance without defense.

7.2 Normalization
In this section, we will evaluate the impact of normalization
on our attacks. Since we use ZOO to approximate gradients
of a single coordinate, this strategy will significantly weaken
our ability. Additionally, the performance of the scale attack
will also be affected by normalization on each sample’s
embedding.

We conducted experiments using the same settings as
in Section 5.2, where K = (P,L), and varied the feature
ratio of the adversary for comparison. Fig. 10 shows the
results of our attacks’ performance under normalization.
The impact is evident on all datasets. For example, when the
feature ratio is 10%, our generation attack can only achieve
an ASR of 30% on BANK, which is over 99% in Section 5.2.
Furthermore, our attacks fail on MNIST when the feature
ratio is 30%, and the generation attack drops from 85% to
0%. A similar drop occurs in the scale attack and the replay
attack.

Despite the drop in performance at small feature ratios,
our attacks’ performance remains when the feature ratio is
over 50%, indicating that the threat still exists.

In conclusion, normalization does affect the efficiency
of our attacks when the adversary’s feature ratio is small.
However, its impact is limited when the adversary has
sufficient features, making him/her important to the final
predictions. The vulnerability still lies in the fact that the
current VFL lacks design for fault tolerance.

7.3 Dropout
This section evaluates the impact of dropout as a defense
mechanism. We added one dropout layer to the top model
after the activation layer (e.g., ReLU) and varied the prob-
ability of dropout from 0.1 to 0.9 for comparison. The
probability denotes how likely a neuron’s value will be set
to zero. Other settings were the same as those in Section 5.2,
and we set the feature ratio to 30%.

Fig. 11 shows the results. For BANK and CRITEO, the
impact of dropout is minimal. Furthermore, the scale attack
and the replay attack even perform better when the prob-
ability is set to 0.9. We speculate that this may be because
dropout also severely weakens the availability of features
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Fig. 11. Impact of dropout on attack performance. The x-axis represents
the feature ratio of the adversary. The y-axis denotes the ASR. The
dashed line denotes the performance without defense.

of the other party, making the importance of the adversary
relatively increase. A similar phenomenon occurs on IMDB,
although there is more fluctuation.

For MNIST, CIFAR10, and FER, there is no change in the
scale attack and the replay attack. However, the generation
attack almost fails on these datasets. To understand the
reason for this failure, we further examin the experiments’
details. We find that the accuracy of the main task rapidly
decreases as the probability of dropout increases. Thus, we
speculate that the low accuracy implies that the top model
loses its ability to predict precisely. As a result, our vadv

also loses its effectiveness since the top model behaves like
a random guess.

In conclusion, dropout can reduce the model’s memo-
rization of specific patterns, which is helpful. However, with
a high probability of dropout, not only does the attack’s
efficiency decrease, but the main task’s performance drops
rapidly. In VFL, this performance loss is unacceptable, as it
violates the motivation of collaborative learning.

8 RELATED WORK

8.1 Attacks and Defenses in FL
Federated Learning (FL) is rapidly gaining popularity in
the industry, leading to an increase in the development of
attacks and defenses aimed at ensuring its secure applica-
tion. Currently, much of the research in FL is focused on
the scenario of Horizontal Federated Learning (HFL), where
multiple clients share the same feature space but have dif-
ferent sample spaces. The security and privacy implications
of VFL have yet to be widely studied. In the following, we
primarily provide an overview of the attacks and defenses
of HFL, while also presenting the limited available research
on VFL to our best.

Attack Vectors: In HFL, participants have the same
feature space F but different sample spaces U . The aim of
HFL is to get a global model by aggregating the parameters
of bottom models, which are trained from each participant’s
data. Therefore, in this scenario, studying adversarial at-
tacks is almost the same as centralized learning. As a result,
much of the research in this area has focused on backdoor
attacks against HFL.

The goal of the backdoor attack in HFL is to implant
a trigger in the global model, allowing an adversary to
manipulate the results of the model users. Bagdasaryan et
al. were the first to propose such an attack in [5]. They
implemented a simple but effective method for injecting a
backdoor by scaling up the gradients. Subsequent research
by Sun et al. [71] and Wang et al. [82] explored the efficacy
of backdoor attacks in more complex scenarios, such as
the EMNIST dataset. Xie et al. [88] proposed a distributed
implementation of the attack by splitting the triggers into
multiple parts.

Liu et al. [51] were the first to study the backdoor
attack against VFL. They used the gradients of one sample
belonging to the target class to replace the target samples,
allowing them to bypass the limitation of not being able to
change labels during training. However, their experimental
results showed that their method had a negative impact on
the performance of the original task and was not effective
on the selected datasets.

Indeed, these works highlight the importance of design-
ing FL, both HFL and VFL, to be resilient to malicious par-
ties. It is crucial to consider potential security and privacy
threats and to develop effective countermeasures to ensure
the integrity and reliability of FL systems.

Defense Strategies: To counter the attack vectors men-
tioned earlier, several defense strategies for HFL have been
proposed. These strategies focus on detecting malicious
updates from clients and feedback from the global model.

In [19], Fung et al. proposed a defense mechanism
that identifies poisoning attacks based on the diversity of
client updates during the distributed learning process. This
system is an improvement over prior work as it does not
impose constraints on the expected number of adversaries
and requires fewer assumptions about clients and their data.
In [46], Li et al. proposed a new framework for robust
federated learning, where the central server uses a powerful
detection model to identify and remove malicious model
updates.

BAFFLE, proposed in [4], is a method for detecting
backdoor attacks through feedback-based federated learn-
ing. The authors leveraged the data from multiple clients to
not only train the model but also uncover model poisoning.
Additionally, Wu et al. [87] proposed a federated pruning
method that removes redundant neurons in the network
and adjusts the extreme weight values of the model to
mitigate attacks.

In their work [7], [15], the authors proposed a method for
detecting secure faults in the Industrial Internet of Things
using HFL. They identified anomalous patterns in time
series data at the local level, and then used a reinforcement
learning-based merging strategy to securely aggregate these
uploads. Singh et al. also proposed a novel scheme called
FusionFedBlock in [68], which addresses centralization, pri-
vacy preservation, latency, and security in the Industrial
Internet of Things, leaving secure aggregation as the job of
miners in the blockchain.

Gao et al. considered a scenario in which the server is
malicious in their work [21]. For instance, the malicious
server may conduct dishonest data aggregation and return
incorrect aggregated gradients to all participants. To address
this problem, they proposed SVeriFL, which enables the
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integrity of parameters uploaded by participants and the
correctness of aggregated results of the server to be verified.

Although the defenses in HFL impressively mitigate the
threat of existing attack vectors, they are not suitable for
VFL, especially for our attacks. This is because, in HFL, the
purpose of the defenses is to obtain a clean model, whereas
in VFL, our attacks aim to induce the top model to give
desired predictions at inference time, where the models have
already been employed.

8.2 Adversarial Attacks against DNNs

The adversarial attack happens at inference phase, where
an adversary crafts a specific perturbation to fool the tar-
get DNN. According to the coverage of the perturbation,
the adversarial attack can be divided into two categories:
sample-related adversarial attack and universal adversarial
attack.

Sample-related Adversarial Attack: The sample-related
adversarial attack refers to the kind of attack whose gen-
erated perturbation is correlated to the base sample. For
example, in image classification, given an input image, x,
e.g., ‘cat’, and the target DNN model f , the adversary
can change f(x)’s prediction from ‘cat’ to whatever he/she
desires, e.g., ‘dog’, with an adversarial sample xδ , which is
obtained from the formula Bϵ(x) = {xδ | ||xδ − x||p ≤ ϵ},
where Bϵ(x) denotes a norm ball at x, p denotes the Lp

norm, and ϵ denotes the bound. To make the attack stealthy,
the adversary often restricts ϵ to a small value. Formally, the
generation of such an adversarial attack is formulated as the
optimization objective:

min
xδ∈Bϵ(x)

ℓ(xδ, t; θ), (10)

where ℓ measures the loss of the adversarial sample’s pre-
diction with the target class yt; θ is the parameter of f .

Many works have studied the optimization of Eq. (10).
According to the adversary’s knowledge about θ, there are
two primary categories: white-box and black-box attacks.
In the white-box scenario, the adversary knows the model’s
structure and parameters. Therefore, the perturbation can be
optimized by the gradient descent method, such as FGSM
[25], PGD [57], and C&W [11]. In the black-box scenario,
the adversary only has access to the model’s output, which
means he/she cannot obtain the gradients. To address this,
there are two streams for approximating the gradients.
One class is the differential method [12], which calculates
the perturbation’s gradients through the difference of two
queries. The other class tries to approximate the gradients
by a surrogate model [46], which is trained on an auxiliary
dataset that is independently and identically distributed
(i.i.d) to the training dataset.

Universal Adversarial Attacks: The universal adversar-
ial attack refers to the kind of attack whose generated per-
turbation can work on a group of samples, namely Universal
Adversarial Perturbation (UAP).

In [60], Moosavidez-Dezfooli et al. found the existence of
a universal (image-agnostic) and small perturbation vector
that causes natural images to be misclassified with high
probability. However, the UAP generated by their method
only aims to cause misclassification of the model without

a target class. Therefore, it is not applicable for a malicious
adversary who has the same goal in our work.

In [10], Brown et al. proposed a more powerful attack to
create universal, robust, targeted adversarial image patches.
Their evaluation results show that with careful design of the
loss function, the generated adversarial patches can have
an impressive attack performance. Similarly, in [24], Goh et
al. found the neurons that are sensitive to specific features.
Specifically, they showed that putting a card that printed
‘iPod’ on a Granny Smith apple would make their model
misclassify it as iPod rather than an apple.

8.3 Poisoning Attacks against DNNs
This kind of attack aims to pollute DNNs during the training
phase. Previous works [35], [3] focus on decreasing the
model’s utility, e.g., making the model unable to converge
in training by modifying the training data. Recently, a line
of works [36], [66], [5] finds that the model can also be
controlled by a fixed pattern without sacrifice the main
task’s performance, called backdoor attack. According to the
control of labeling process, the backdoor attacks can also be
classified into two streams.

Label-controlled Backdoor Attack: This kind of attacks
aims to perturb the model’s parameters θ, denoted by θδ ,
with modifying a set of samples’ labels. To ensure the
evasiveness of the attack, the adversary should further limit
the perturbation on θ in a given function space F , which is
defined by Fϵ(θ) = {θδ | Ex∈Dval

[|f(x; θδ)− f(x; θ)| ≤ ϵ]},
where Dval refers to the validation dataset, and ϵ denotes
the error bound of the performance loss. Then, the objective
function becomes as:

min
θδ∈Fϵ(θ)

Ex∈Dpoisoned
[ℓ(x, yt; θδ)], (11)

where Dpoisoned denotes the set of poisoned inputs, yt is
the target label, and the loss function is defined similarly to
Eq. (10).

Optimizing Eq. (11) in practice can be challenging. As
a result, many studies have focused on polluting training
data [36], [54] to induce deviation in DNN parameters or
modifying DNN structures [74]. In the former type of attack,
the adversary limits perturbations to θ by reducing the
number of poisoned samples. In the latter type of attack,
the adversary modifies neurons or adds extra malicious
structures to DNN models.

Clean-label Backdoor Attack: In [66], the researchers
believed that an adversary could not control the labeling
process, and even if he/she does, the mislabelled samples
are easy to recognize. Therefore, they proposed a more
stealthy method via feature collision. That is, the adversary
first picks up a sample from the desired class, e.g., an image
of ‘cat’, and then adds an invisible perturbation to it. The
perturbation is used to make this poisoned sample’s latent
embedding as close to that of the target instance (e.g., an
image of ‘dog’) as possible. Then, when the target instance
is being inferred, it will be misclassified as ‘cat’.

Formally, let f be the model without the last softmax
layer, x be the sample from the desired class, and xt be the
target sample. A poisoning sample xp is crafted as follows:

min
xp

∥f(xp)− f(xt)∥22 + β ∥xp − x∥22 , (12)



15

where β is a hyperparameter that controls the similarity
between the poisoning sample xp and original sample x.
Usually, the clean-label attack needs a number of poisoning
samples for one target instance.

8.4 Remark
Our work is the first to explore how to manipulate VFL
model’s predictions by replacing features as one party. To
enhance the effectiveness of our attacks, we draw upon
valuable insights from the domains of adversarial and
poisoning attacks. Specifically, we adopt an optimization-
based approach to generate features, inspired by adversarial
attacks. We also enhance the power of the features by
increasing their frequency in samples of the target class, in-
spired by poisoning attacks. However, directly transferring
these attacks to VFL does not work. The following are the
limitations of these attacks.

Limitation of Adversarial Attacks: Existing adversarial
attacks [25], [16], [61], [59], [12], [32], [10], [70], [45] typically
assume a centralized setting where the adversary has access
to complete features. White-box attacks [25], [16], [61], [59],
[45] further assume full access to the model, which is not
applicable in VFL. In contrast, black-box attacks [12], [32],
[10], [70] are designed to address the challenge of limited
access to the model, relying on posteriors to guide optimiza-
tion. For image classification, [10], [70] have demonstrated
success in minimizing the number of modified pixels, even
down to a single pixel.

However, in VFL, the adversary is constrained to mod-
ifying only their own features, which may not be given
sufficient importance in the model’s prediction. Addition-
ally, our attacks aim to operate on a class of samples with
a single perturbation, which falls outside the scope of the
above attacks.

Limitation of Backdoor Attacks: In scenarios where the
adversary owns the labels (typically the initiator of a VFL
model), poisoning attacks are easy to implement, and their
success rates are consistent with those in the centralized
setting [51]. Hence, we do not discuss this scenario as it
is relatively trivial.

The adversary can also be the party who provides only
features [84], [85]. For example, in Fig. 1, a financial com-
pany is paid to provide user information for the bank. In this
case, backdoor attacks that rely on modifying the labels of
poisoning samples are not applicable, as no label informa-
tion is available. Although the clean-label backdoor attack
does not modify the labels, the adversary’s partial control
of features makes it much harder to manipulate a class of
samples’ embeddings to the target instance’s position.

TABLE 7 shows the difference of existing work and our
work, which is also a brief summary of above discussion. In
summary, our work highlights that in VFL, the challenge of
the BGP is much more severe than expected, as the adver-
sary can leverage both adversarial and poisoning attacks to
enhance their abilities.

9 DISCUSSION

9.1 Bypass Normalization
The evaluation of layer normalization’s impact on our attack
shows it is an efficient way to defend black-box attacks like

ZOO. The key to its success is to transform the perturbed
input so that the adversary cannot approximate the gradi-
ents. Two possible attack strategies may solve the challenge.
One is based on the perturbation’s transferability across
models [64]. Another uses the heuristic search for generating
perturbations [9].

Brendel et al. [9] suggested that adversarial sample
generation can be achieved through heuristic search, and
similar ideas are explored in other works such as [83], [75].
We plan to investigate these approaches in future work.

9.2 Integrated Defense

The defenses we evaluated were proposed for traditional
scenarios and targeted specific types of attacks. However,
our experiments demonstrate that even if a defense success-
fully prevents one aspect of our attack, such as perturbation
generation, it may still be vulnerable to another aspect,
such as poisoning attacks. This observation suggests a new
direction for defense design, where we should consider both
attack vectors to provide more robust protection for DNN-
based systems. By taking a holistic approach to defense, we
may be able to create defenses that can withstand a wider
range of attacks and provide better overall security.

9.3 Consensus in VFL

In VFL, the lack of a clear definition of consensus distin-
guishes it from well-defined BGPs. Typically, the main task’s
performance during training serves as an indicator of the
participants’ honesty and determines whether the model’s
prediction is reliable. However, this leaves the security
issue to be addressed at inference time. Specifically, when
a consensus is made, such as the top model’s predictions,
it becomes challenging to determine whether the model’s
prediction is correct without human intervention. Moreover,
in a two-party scenario, it is difficult to distinguish whether
a participant is cheating if the prediction is incorrect.

To address this issue, a promising approach may be to
pre-define clustering centers for each class during training,
as suggested by Hoe et al. [31]. At inference time, em-
beddings whose distance from the center is larger than a
threshold could be judged as invalid. We plan to investigate
the design of a new VFL framework that incorporates this
approach in our future work.

10 CONCLUSION

Our work exposes the dangers of malicious manipulation
of VFL models by a single party using two attacks, i.e., the
replay attack and the generation attack. Additionally, the
poisoning phase demonstrates how the adversary’s power
can increase by perturbing the top model’s parameters.
We also investigate existing defense methods and assess
two strategies that can be incorporated during training
to counteract our attacks. Experimental results reveal the
effectiveness of our attacks and emphasize the urgency to
develop advanced defense techniques to safeguard VFL
models.
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TABLE 7
Summary and comparison of existing work and our work. In the ‘Attack Vector’ column, two existing attack vectors and ours are presented. In the

‘Attack Scene’ column, ‘CL’ denotes Centralized Learning, ‘HFL’ denotes Horizontal Federated Learning, and ‘VFL’ denotes Vertical Federated
Learning. In the ‘Attack Assumption’ column, the attacks are further categorize according to their assumptions. In the ‘Attack Phase’ column, the

attacking phase is presented. In the ‘Attack Coverage’ column, we summarize the target coverage of the attack. Adversarial attacks typically target
a specific sample, while other attacks aim to a group of samples. In the ‘Attack Operation’ column, it provides a brief introduction to the

corresponding attack operation. Finally, in the ‘References’ column, representative relevant work are presented.

Attack Vector Attack Scene Attack Assumption Attack Phase Attack Coverage Attack Operation References

Adversarial Attack CL White-box: Target model’s parameters Inference Single sample Add adversarial perturbation [25], [16], [61], [59]
Black-box: Target model’s output Inference Single sample Add adversarial perturbation [12], [32], [10], [70]

Backdoor Attack CL Label-controlled: Polluting dataset through modifying samples and labels Training Group of samples Add trigger [36], [54], [74]
Clean-label: Polluting dataset through modifying samples Training Group of samples Add trigger [66], [77]

HFL Control the client model’s parameters used in aggregation Training Group of samples Replace uploaded parameters [5], [88]

Ours VFL Control the bottom model’s output used in aggregation Inference Group of samples Replace uploaded features
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