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Abstract—Transformer-based models, such as BERT and GPT, have been widely adopted in natural language processing (NLP) due to their exceptional performance. However, recent studies show their vulnerability to textual adversarial attacks where the model’s output can be misled by intentionally manipulating the text inputs. Despite various methods that have been proposed to enhance the model’s robustness and mitigate this vulnerability, many require heavy consumption resources (e.g., adversarial training) or only provide limited protection (e.g., defensive dropout).

In this paper, we propose a novel method called dynamic attention, tailored for the transformer architecture, to enhance the inherent robustness of the model itself against various adversarial attacks. Our method requires no downstream task knowledge and does not incur additional costs. The proposed dynamic attention consists of two modules: (i) attention rectification, which masks or weakens the attention value of the chosen tokens, and (ii) dynamic modeling, which dynamically builds the set of candidate tokens. Extensive experiments demonstrate that dynamic attention significantly mitigates the impact of adversarial attacks, improving up to 33% compared to previous methods against widely used adversarial attacks. The model-level design of dynamic attention enables it to be easily combined with other defense methods (e.g., adversarial training) to further enhance the model’s robustness. Furthermore, we demonstrate that dynamic attention preserves the state-of-the-art robustness space of the original model compared to other dynamic modeling methods.

I. INTRODUCTION

Transformer architectures have gained widespread research interest recently, especially in natural language processing (NLP) fields [34]. Compared to traditional NLP models like RNNs, transformers leverage attention mechanism to effectively capture long-range dependencies in sequences and better handle the variable-length input [79], [76], making it achieve outstanding performance on a wide range of NLP tasks, including text generation [50], text classification [9], and question answering [75]. Moreover, many Internet giants have trained large-scale transformer-based language models (i.e., foundation models), such as GPT-3 from OpenAI and T5 from Google, which can be adapted to a variety of downstream tasks through different tuning strategies (e.g., fine-tuning and prompt-tuning) [35]. Despite their generalizability [4], these foundation models remain susceptible to malicious input perturbations [31], [24], which can lead to undesirable outcomes in target NLP models, such as the generation of abusive content in machine translation or the misclassification of toxic comments as benign in toxicity classification [21].

To counteract the threat posed by adversarial attacks in NLP, researchers have proposed various defense methods, broadly classified into empirical defenses and certified robust approaches [32]. Adversarial training, one of the most effective and widely used empirical defenses, involves training the model to classify clean and adversarial examples correctly. However, as it requires generating adversarial examples during the training, it requires downstream task knowledge [34], [21], [57], as it can be computationally expensive [68], especially for large foundation models.

On the other hand, certifiably robust approaches include robustness verification to provide the lower bound of robust space against any attacks and the corresponding robust training method to enlarge the model’s robustness space [22], [27]. However, certified robust training degrades the model’s performance on the original tasks [25], [67] and is hard to be generalized to all types of attacks [8] due to the discrete input space in the context of NLP. Moreover, for large foundation models, certified robust training needs an extremely long running time and easily outputs trivial bounds [32]. These time-consuming and resource-intensive algorithms are difficult to provide a feasible robustness improvement scheme for practical large language models.

Another emerging research topic on defending against adversarial attacks is the dynamic neural networks [15] that change each time they run. Previous dynamic models focus on adding randomness to hidden features like SAP [10] and defensive dropout [58]. However, these methods only consider feature-level operations, which may result in the loss of information. Additionally, there is a lack of dynamic modeling methods focusing on the feature extraction process, especially in the attention mechanism.

To address the above-mentioned shortcomings, in this paper, we propose dynamic attention, tailored for transformer-based models, to mitigate the effect of adversarial attacks, which can be adapted to different transformer architectures and different downstream tasks without any downstream task knowledge, and can be combined with other defense modules for further improvement.

We first explore the impact of adversarial examples on the attention mechanism. Our empirical findings reveal that in adversarial examples, task-irrelevant tokens are often assigned...
higher attention values, which differ from the attention values assigned to relevant tokens in clean texts. In addition, our results demonstrate that by substituting the attention of an adversarial text with the attention of its corresponding clean text, the model can correctly classify the adversarial text. This suggests that assigning appropriate attention values to each input token is crucial for achieving correct classification. These two observations indicate that adversarial examples can mislead the attention mechanism, leading to model’s misbehavior. These results stimulate the idea of mitigating adversarial attacks by rectifying the attention mechanism, which has not been investigated by prior works. Thus, in this paper, we propose attention rectification to mask or weaken the attention values of the key tokens with greater attention. To determine the set of tokens with greater attention, we accumulate the attention map of all heads in each layer and rank each key token’s total attention accordingly. Furthermore, based on the difference in adversarial attacks between text classification and text generation, we propose two different token set selection rules to optimize attention.

Next, previous works like [55] and our empirical experiments reveal that adversarial examples are inherently unstable; that is, the model is sensitive to adversarial examples. Moreover, a fixed number of weakened or masked tokens cannot reduce the attack success rate of adversarial attacks, as only the number of attack queries increases. Thus, we introduce dynamic modeling to attention rectification and propose dynamic attention. Specifically, we let the rectified attention have different numbers of token modifications in each transformer layer and in each time they run. Dynamic attention is also compatible with dropout, where the fusion model composed of the two can further improve the model’s resistance to attack.

Finally, we set up and experiment with three different attack scenarios based on the attacker’s capabilities and knowledge of the target model. We also conduct experiments using three representative attacks on three different tuning methods. Experimental results show that dynamic attention is effective in all three text classification datasets and two text generation datasets. In addition, dynamic attention can also mitigate the attacks on the shifted dataset and attenuate the effect of backdoor attacks. Further experiments like stability analysis in Sec. V-F and statistical robustness analysis of dynamic attention in Sec. VII show that the dynamic attention model produces more stable output than the dropout and fusion models and can preserve the robustness of the original model.

Contributions. In summary, we make the following contributions in this paper.

1) We propose a dynamic attention mechanism, which, to our best knowledge, is the first dynamic modeling method tailored for transformer-based models. It modifies the crucial attention mechanism to help weaken the influence of adversarial examples on the output, thereby improving the model’s robustness without prior knowledge. It is also compatible to different transformer architectures, including encoder-only model, decoder-only model and encoder-decoder model. It serves as a supplementary to existing robustness-enhancement methods instead of an alternative.

2) We evaluate the effectiveness of the dynamic attention mechanism on different tasks (text classification, text generation) under multiple attacks (TextBugger [31], TextFooler [24], PWWS [49]). Evaluation results show that the dynamic attention mechanism is effective in different settings (three tuning methods, three attack threat models, three classification, and two generation tasks), and combining dynamic attention with dropout can further improve the model’s robustness up to 33% than the defensive dropout model. It can also work concurrently with other modules (e.g., information bottleneck and adversarial training) to further enhance the model’s robustness.

3) At the same time, our experiments demonstrate that the dynamic attention mechanism is effective in defending adaptive attacks and can preserve 98% of the model’s robustness and output more stable predictions than the dropout and fusion models.

II. RELATED WORK

A. Transformer-based Large Language Models

The transformer model architecture has become a dominant player in language modeling. The introduction of the transformer models in Vaswani et al. [56] marked a significant leap in the field of NLP with their outstanding performance. Large language models built on the transformer architecture, such as GPT [3] and BERT [9], have outshone prior state-of-the-art models [14] thanks to their effective capturing of inter-word relationships using the scaled dot-product attention mechanism. Based on the model architecture, there are three types of transformer models: encoder-only model (BERT), decoder-only model (GPT), and encoder-decoder model (T5).

These large language models are typically pre-trained on a large unlabeled corpus and then adapted to downstream tasks using three strategies: full parameter fine-tuning (fine-tuning) and parameter efficient fine-tuning techniques such as prefix-tuning and prompt-tuning. (i) Full parameter fine-tuning (Fine-tuning) [20] is the most widely used method, which updates the entire pre-trained model for a new task. However, it is computationally expensive as it requires retuning all parameters for each new task, even if only a small portion is relevant. (ii) Prompt-tuning [26] prepends learnable token embeddings (called soft prompts) before the input to condition frozen language models to perform downstream tasks, leading to improved performance and reduced computational cost. (iii) Prefix-tuning [33] optimizes a set of task-specific vectors (called the prefix), one for each layer, while maintaining the language model parameters constant. Unlike prompt-tuning, which is only associated with the input layer, prefix-tuning optimizes the prefixes associated with each layer, providing more trainable parameters. In our work, we evaluate the effectiveness of our method using all three tuning strategies.

B. Textual Adversarial Attacks

A textual adversarial attack involves the deliberate manipulation of text inputs to mislead an NLP model into producing an incorrect or undesirable outcome (e.g., misclassification) while preserving the semantic meaning from a human perspective [73]. Adversarial attacks in NLP can be categorized into three categories based on the method of transformation used in the attacks, which are character-level, word-level, and sentence-level attacks, according to recent study in this field.
by adversarial training. Finally, adversarial training relies on limited, and it is difficult to carry the information introduced trainable parameters in the prompt learning scenario is very generalization ability [47], [2], [7]. Besides, the number of all model parameters [48], which may reduce the model’s consumes many resources. Moreover, to obtain knowledge from adversarial examples, it is usually necessary to update specific downstream tasks to generate adversarial examples. However, pre-trained models are trained from unsupervised learning. Hence, adversarial training has limitations in usage scenarios.

Sentence-level attacks usually involve inserting sentences with unchanged semantics and grammar into the text. This type of attack is rarely used in classification tasks and can be seen as a special case of word-level attacks [60]. Therefore, in our experiments, we only consider character-level attacks and word-level attacks.

C. Improving Model Robustness

A large amount of defense works on model robustness enhancement have been proposed to mitigate the threat posed by textual adversarial attacks, and they can be classified into two categories: empirical defenses, such as empirical adversarial training and dynamic modeling, and certified robust approaches, such as certified robust training.

Empirical Adversarial Training. Goodfellow et al. [16] first proposed adversarial training when they proposed the FGSM attack algorithm. Based on this attack algorithm, they added adversarial examples generated by FGSM to the training set for training. Vanilla adversarial training in NLP augments the training text with adversarial texts perturbed in the input space [68]. In contrast, non-vanilla adversarial training performs perturbations on non-input space, such as word embeddings. Zhu et al. proposed FreeLB [78], which adds adversarial perturbations to word embeddings and minimizes the resultant adversarial loss around input samples. Liu et al. proposed ALUM [47] that perturbs the embedding space and is applicable to pre-training. Zhang et al. proposed an information bottleneck (IB) layer [72] to better capture the robust textual features of FreeLB. For large-scale pre-trained models, generating adversarial examples requires repeated queries of the model, which consumes many resources. Moreover, to obtain knowledge from adversarial examples, it is usually necessary to update all model parameters [48], which may reduce the model’s generalization ability [47], [2], [7]. Besides, the number of trainable parameters in the prompt learning scenario is very limited, and it is difficult to carry the information introduced by adversarial training. Finally, adversarial training relies on

TABLE I: The prediction confidence difference between the attentive tokens of adversarial texts and their original texts.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Original</th>
<th>TextBugger</th>
<th>TextFooler</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon</td>
<td>0.1899</td>
<td>0.3611</td>
<td>0.5389</td>
<td>0.3713</td>
</tr>
<tr>
<td>Twitter</td>
<td>0.0059</td>
<td>0.5458</td>
<td>0.5152</td>
<td>0.5305</td>
</tr>
</tbody>
</table>

dynamic neural network is an emerging research topic in deep learning. Compared to static models, which have fixed computational graphs and parameters at the inference stage, dynamic models can adapt their structures or parameters to different inputs, leading to notable advantages in terms of accuracy, computational efficiency, adaptiveness, etc. [19]. Early works towards dynamic modeling in NLP usually focus on accelerating the inference efficiency by adjusting the model’s computational path based on the input like skimming techniques [69] and early exit [66] instead of providing robustness enhancement.

Recent works discovered that dynamically changing the model parameters or structure can obfuscate the gradients, which can serve as a defense mechanism against adversarial attacks. Dhillon et al. proposed Stochastic Activation Pruning (SAP) [10], which stochastically prunes a subset of the activations in each layer, preferentially retaining activations with larger magnitudes. In defensive dropout [58], Wang et al. proposed to use dropout at test time to achieve strong defense effects. While Athalye et al. [1] and Yue et al. [70] demonstrated that gradient obfuscation could be circumvented by approximating the derivatives, their focus was primarily on the computer vision (CV) domain, which predominantly deals with continuous input spaces. In contrast, NLP models have discrete input space, rendering gradient reconstruction and correspondence to actual tokens challenging during deployment stages. In our experiments, we will compare our method with the defensive dropout.

Certified Robust Training. Different robust training approaches are proposed to improve the model’s robustness guarantees, typically related to or derived from the corresponding verification approach [32]. Shi et al. first introduced robustness verification to Transformers and improved [53] and accelerated the certified robust training based on interval-bound propagation [52]. Wang et al. [57] used randomized smoothing to train BERT with maximized certified robust space. However, deterministic verification using linear relaxation will lead to a trivial bound in large foundation models. Also, probabilistic verification has to construct a smoothed classifier, which is infeasible for large language models.

III. METHOD

A. Design Intuition

We first conduct three empirical studies to illustrate the properties of adversarial texts and their implications for our method.

Tokens with high attention value in adversarial texts are different from those in their original texts. Above all, to
gain a comprehensive understanding of the characteristics and behaviors of adversarial texts in Transformer-based models, we analyze different performances of attention mechanism on clean and adversarial text. One notable observation is that tokens with high attention values (attentive tokens) in the adversarial text exhibit notable differences compared to their counterparts in the original text. Specifically, the attentive tokens in the adversarial text are predominantly task-irrelevant, while the attentive tokens in the original text are primarily task-related. To quantitatively demonstrate this result, we generate several adversarial texts using the Amazon dataset with a sentiment classification model for illustration. We calculate the total attention received by each key token based on the attention maps and collect the model’s attentive tokens, specifically the top five tokens with the highest attention values in each layer from the last six layers for both the adversarial texts and their original texts. To demonstrate the semantic differences between attentive tokens from the clean text and those from the adversarial counterpart, we first concatenate these extracted tokens from the clean text to form a single, representative sentence. Then, we employ the classification model to predict the sentiment of this constructed sentence, and obtain the confidence. We also conduct the same operation to the attentive tokens extracted from the adversarial text. To assess the disparity in sentiment between the merged sentences from adversarial texts and those from their original texts, we computed the averaged difference in their prediction confidence, as shown in Table I. Additionally, we calculate the average confidence difference between merged sentences from clean texts and their 10% random masked versions, indicated in the ‘Original’ column, as a reference. A larger difference indicates a greater disparity in sentiment between the two merged sentences.

The results presented in Table I indicate that the difference between the merged sentences from adversarial texts and their original texts is more significant than between merged sentences from clean texts and their masked versions. For instance, in the Amazon dataset, there is a 0.3713 confidence difference between the attentive tokens in the adversarial text and their corresponding original text, which is significantly larger than the random masking.

Similarly, we employ another toxic detection model to predict the toxicity confidence of the newly formed sentence by concatenating the attentive tokens in the Twitter dataset. The average difference in confidence between the adversarial and clean attentive tokens in the Twitter dataset is 0.5305, surpassing the difference in toxicity confidence between the attentive tokens from different original texts. In conclusion, our results demonstrate that the attentive tokens in adversarial texts significantly differ from those in the original texts. This conclusion leads us to speculate that adversarial examples may influence the attention mechanism, causing the model to misbehave.

Replacing the attention of the adversarial text with the attention of its original text helps the model correctly classify the text. To answer whether the adversarial texts take effect by misleading the attention mechanism, we consider replacing the attention of the adversarial text with the attention of its original text to investigate whether such attention replacement can help the model classify the text correctly. Specifically, we keep the adversarial texts whose tokens can correspond one-to-one to the tokens of their original texts, where the attention maps of both can be aligned. Then, we extract benign attention maps of the original text on all model layers. Next, the model’s attention maps of the adversarial text are replaced by the extracted benign attention maps without calculating the attention through the dot-product of the query and key matrices. Subsequently, the model outputs the prediction of the adversarial text with benign attention. Finally, we record the percentage of adversarial texts classified correctly in Table II. Note that these adversarial texts all successfully attacked the model; that is, the prediction accuracy is 0%.

Table II shows that for the fine-tuned model, 88% of adversarial texts, on average, are classified correctly into their original label by the target model. Similarly, 97% of adversarial texts in the prompt-tuned model and 80% of adversarial texts in the prefix-tuned model can be classified correctly with the replaced attention. That is, the model predicts most adversarial examples correctly when using the benign attention map. Therefore, we can conclude that the adversarial example misleads the attention mechanism in the transformer-based model and thus leads to the model’s misbehavior. The above result induces us to modify the attention mechanism to force the model to pay less attention to those tokens with high attention values.

### Most adversarial examples are inherently unstable

Previous studies [23], [65], [28] have shown that adversarial examples experience a trade-off between transferability and imperceptibility, i.e., the imperceptible adversarial examples generated from the surrogate model can hardly fool the target model. To show that adversarial texts also have low transferability, we first train two models from the same training dataset, generate adversarial texts from one model, and then transfer them to another. We report the transfer rate of adversarial examples (i.e., the percentage of adversarial examples that the other model misclassifies) from the Amazon and Enron dataset in Table III. Table III shows that TextFooler’s adversarial transfer rate is only 41% on Amazon. That is, 41% of the adversarial examples can fool the model trained from the identical dataset. TextBugger’s adversarial transfer rate is only 29% on Twitter. Therefore, adversarial texts are unstable and difficult to transfer well between different models even if they are trained from the same data.

The low transferability of the adversarial examples inspired us to use dynamic modeling, which can make the adversarial examples difficult to re-apply to the same model by changing the parameters of the model during each run [15], [43]. Hence, we employ dynamic modeling in Transformer-based models to defend against adversarial transfer attacks.

<table>
<thead>
<tr>
<th>Tuning Method</th>
<th>TextBugger</th>
<th>TextFooler</th>
<th>PWWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fine-tuning</td>
<td>86.96%</td>
<td>90.62%</td>
<td>87.25%</td>
</tr>
<tr>
<td>Prefix-tuning</td>
<td>82.61%</td>
<td>80.65%</td>
<td>75.81%</td>
</tr>
<tr>
<td>Prompt-tuning</td>
<td>94.11%</td>
<td>95.65%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

TABLE II: The prediction accuracy of adversarial texts with attention replaced by their benign version.
TABLE III: The transferability rate of adversarial texts under models trained from the same data.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>TextBugger</th>
<th>TextFooler</th>
<th>PWWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon</td>
<td>47.16%</td>
<td>41.30%</td>
<td>54.75%</td>
</tr>
<tr>
<td>Enron</td>
<td>39.62%</td>
<td>29.49%</td>
<td>26.04%</td>
</tr>
</tbody>
</table>

Fig. 1: The overview of dynamic attention.

B. Defense Overview

Based on our discoveries in Sec. III-A, we propose the dynamic attention mechanism to 1) mitigate the effect of mistakenly assigning higher attention values to irrelevant tokens that lead to the model’s misclassification; 2) stir up the instability of adversarial examples by model dynamization. Therefore, in our defense method, we mask or weaken the attention of tokens with higher attention values. This process prevents the model from paying too much attention to the attentive tokens. Even if the attention is completely masked, the residual structure can still preserve information from the previous state. For these selected tokens, masking can weaken their influence on other tokens, whether erroneous or correct. Unlike dropout, which randomly drops neurons on intermediate representation by setting their value to 0, dynamic attention follows the intuition that incorrect tokens are assigned with high attention values to reduce the influence of several tokens by decreasing their attention values. To add dynamization to this process, we change the number of masked tokens in each layer and each time they run. Furthermore, the dynamic attention mechanism can work simultaneously with the dropout or any other modules to further improve the model’s robustness. The overview of dynamic attention is shown in Fig. 1.

C. Dynamic Attention

Attention Rectification. Since the transformer architecture consists of an encoder and a decoder, we use the encoder part to illustrate the dynamic attention mechanism. Here, the encoder first maps an input sequence of tokens \(x_1, x_2, \ldots, x_n\) to continuous representation \(z = (z_1, z_2, \ldots, z_n)\). Then, the representations \(z\) are projected into the query matrix \(Q\), the key matrix \(K\), and the value matrix \(V\). In a common transformer-based model, the query, key, and value matrices are projected multiple times and perform dot-product attention in parallel, called multi-head attention. For our dynamic attention, we first calculate the attention matrix of each head

\[
A_t = \text{softmax} \left( \frac{Q_t K_t^T}{\sqrt{d}} \right)
\]

where \(Q_t\) and \(K_t\) are the query matrix and key matrix of the \(t\)th head, and \(d\) is the dimension of queries and keys. Then, we sum up the attention map of all heads to get the global attention \(A = \sum A_t\). Each value in the global attention \(A\), denoted as \(A[i, j]\), represents the total attention of a query token \(i\) on a key token \(j\). Next, we calculate the total attention value of each key token \(A_s\) (i.e., sum across query tokens), which reflects the attention that token receives and is defined as

\[
A_s = \sum_i A[i, j].
\]

We first organize the average attention values of all key tokens, arranging them in descending order. The process of token selection differs based on the type of task: for text classification tasks, we select the top \(m\) tokens, as altered words are commonly assigned with higher attention values. For text generation tasks, we keep the top \(m_0\) tokens unchanged, and few subsequent tokens are selected, specifically from top \(m_0\) to top \(m_t\) tokens, as adversarial attacks on generation tasks tend to alter less significant words. These statements can be justified in experiments in Sec. V-G and V-H.

Note that, when selecting tokens, we exclude special tokens, such as [CLS], [SEP], [MASK] in BERT and prefix tokens in prefix-tuning and prompt-tuning. For ease of representation, the indices of these selected tokens form a set, denoted as \(T\). For each of these key tokens in \(T\), we adjust the attention value by a reduction factor \(\beta\) to obtain a rectified attention map \(A_t'\), defined as

\[
A_t'[i, j] = \begin{cases} A_t[i, j] & j \notin T \\ \beta \cdot A_t[i, j] & j \in T \end{cases}
\]

The \(\beta\) can be set to \([0, 1]\) where \(\beta = 0\) indicates the attention value is completely masked, and \(\beta = 1\) indicates the attention value is not masked. Finally, we multiply \(A_t'\) with the value matrix \(V_t\) to obtain an improved output for each head \(t\). These outputs are concatenated and projected to form the hidden representations of tokens \(H = \text{Concat}(A_t' \cdot V_t) \cdot W\) and then passed into the next module.

Dynamic Modeling. During attention rectification, we obtain a token index set \(T\) for token weakening or masking. However, if the index set \(T\) remains static each time they are run, the model remains vulnerable to attacks, albeit requiring marginally more queries, as adversarial attacks will exploit tokens with lower attention values. Therefore, we introduce dynamic modeling into attention rectification, converting the value \(m\) into a random variable in text classification tasks, and denoted as \(m_t\) for the \(t\)th layer. For each input text, \(m_t\) is a random integer drawn from a predefined range proportional to the text’s length, given that texts of varied lengths exhibit different numbers of perturbation words. For instance, setting \(m_t\)’s range between 10% and 20% of text length implies that the value of \(m_t\) is an integer selected from the interval \([0.1 \times n], [0.2 \times n]\), with \(n\) representing the word or token count in the text, that is, \(m_t \sim \text{discrete-uniform}([0.1 \times n], [0.2 \times n])\). Thus, the value of \(m_t\) will change in each run and in each layer.

In text generation tasks, for each input text, the value of \(m_a\) is fixed, while \(m_b\) is the random variable that changes across layers and runs. We present a sensitivity analysis on \(m\) (as well as \(m_a\) and \(m_b\)) and \(\beta\) in Sec. V-H and Appendix B.

Finally, dynamic attention can work with other dynamic modeling methods like dropout or any other robustness en-
hancement techniques like adversarial training and information bottleneck. In our experiments, we fuse the dropout, information bottleneck and adversarial training with dynamic attention to further mitigate the impact of adversarial examples.

D. Toy Example

To better illustrate the process of dynamic attention, we consider a fine-tuned BERT model and an adversarial text with index No. 40 from the Amazon dataset: “[Granade: [Ne] what it’s supposed to; I’m using these for homemade TRX straps and [iike] the look of the shiny, all-black.]” as an example. The corresponding original text is “[Great]: [Does] what it’s supposed to; I’m using these for homemade TRX straps and [love] the look of the shiny, all-black.” Words in brackets indicate modifications.

Given the provided adversarial example with 36 tokens, the range for \( m_1 \) is determined as \([0.1 \times 36], [0.2 \times 36]\) = \([3, 7]\), i.e., \( m_1 \in \{3, 4, 5, 6, 7\}\). As we move forward in the model, these tokens are mapped into token embeddings, which are fed into the first layer. For the first layer, \( m_1 \) is randomly selected from the range, and in our case, it is chosen as 3. Then, the three tokens with the highest attention values will be masked; that is, their attention values are set to 0. This process is repeated for subsequent layers, where each \( m_i \) is independently and randomly chosen from the range.

When we reach Layer 22, as illustrated in Fig. 2, the model opts for seven tokens, signifying \( m_{22} = 7 \), which are ‘Granade’, ‘;’, ‘;’, ‘these’, ‘straps’, ‘;’, and ‘;’. In this layer, the token ‘Granade’ stands out due to its heightened attention value. However, the dynamic attention mechanism steps in, masking this word alongside others, thereby diluting its semantic influence in the overall computation. The narrative continues in Layer 24, where six tokens are highlighted, corresponding to \( m_{24} = 6 \), which are ‘;’, ‘;’, ‘home’, ‘ii’, ‘;’, and ‘;’. In this layer, the token ‘ii’ contains significant attention, yet again, dynamic attention ensures it is masked. Consequently, adversarial words are masked in Layers 22 and 24, safeguarding the output representation from potential misclassifications. Finally, the dynamic attention model can classify the adversarial examples correctly.

IV. EXPERIMENTAL SETTINGS

A. Datasets

Our method is evaluated on two popular tasks: classification and text generation. For the classification task, we use Amazon (sentiment analysis), consisting of 3.6m product reviews marked as positive or negative [58]. Twitter (toxic comment detection), consisting of 77k tweets annotated as toxic or non-toxic [64], and Enron (spam detection), consisting of 28k emails marked as spam or non-spam [59]. Additionally, we explore the impact of dataset shift on our method’s performance by evaluating it on the Yelp dataset [74], which contains 560k business reviews marked as positive or negative. For the text generation task, we evaluate our method on the TED Talk dataset [6], which contains the original Ted talks and their translations in more than 109+ languages, and the Gigaword dataset [17], which contains headlines generated from a corpus of approximately 4 million articles.

B. Baselines

We evaluate the effectiveness of dynamic attention by comparing it to four baselines: (i) No defense (Original), which denotes the native language model without dynamic modules; (ii) Dropout [58], which uses dropout at test time to achieve strong defense effects; (iii) Empirical Adversarial Training (AT), where we use A2T [68] to enhance model’s robustness by training against adversarial examples; (iv) Information Bottleneck (IB) [72], which is an information-bottleneck-based approach to improve the adversarial robustness of a language model.

C. Attack Method

Since word-level attacks are more challenging for both humans and DNNs to detect [11, 62, 59], we mainly focus on three attacks containing word-level attack, including (i) TextBugger, which contains both word-level and character-level perturbations by altering letters or replacing words [51]; (ii) TextFooler, which identifies and replaces important words with synonyms [24]; (iii) PWWS, which replaces words with synonyms based on counter-fitted word vectors [49].

D. Metrics

Following previous works [72, 56], we employ three metrics to evaluate the effectiveness of our method.
Attack Success Rate (ASR). ASR measures the proportion of misclassified adversarial examples, with a higher ASR indicating a stronger attack or weaker defense.

Attack Query (Query). Query measures the average model queries required to generate adversarial texts, where fewer queries indicate higher vulnerability.

Bilingual Evaluation Understudy (BLEU). BLEU measures the correspondence between the reference text and the generated text, with a score ranging from 0 to 1, where a higher score indicates a better defense.

Note that, ASR and Query are used in the classification task, while BLEU is used in the text generation task.

E. Implementation Details

Models. We consider three types of transformer architectures: encoder-only, decoder-only, and encoder-decoder. For the classification task, we primarily use the cased BERT model \[^9\], a popular encoder-only model. The chosen BERT model is the large version, with 24 layers, 1024 hidden units, 16 attention heads, and 336 million parameters. The BERT model is tuned in three ways (fine-tuning, prefix-tuning, and prompt-tuning), as introduced in Sec. II-A. We also include GPT-2 as a representative of the decoder-only model for text classification. Following \[^5\], we add a classification layer on top of the last output representation, which was previously intended for the next token prediction, and fine-tune it for classification. For the text generation task, we evaluate the T5-based model \[^46\], a widely used encoder-decoder model for text generation tasks. We set \( \beta = 0 \) and the range of \( m \) to 10\% to 20\% of the text length for fine-tuned and prefix-tuned BERT models and \( \beta = 0.4 \) and the range of \( m \) to 20\% to 40\% of the text length for prompt-tuned BERT models. We set \( \beta = 0.6, m_a = 0.1 \), and the range of \( m_b \) to 30\% to 50\% of the text length for the T5 model. The sensitivity analysis of these hyperparameters is provided in Sec. V-H and in Appendix B.

Attacks. For the classification task, we consider an attacker who generates adversarial examples that can result in high-confidence misclassifications by the target model. To this end, we set the condition of stopping the attacks as the prediction confidence of the target label greater than 0.6, considering both the diversity of collected adversarial examples and the evaluation using high-confidence adversarial examples \[^41\]. For the text generation task, we modify the goal function of the evaluated attacks as minimizing the BLEU score but keeping the word transformation methods unchanged. For each experiment, 1000 clean text samples are used for evaluation.

Defenses. For the dropout model, we set a 10\% dropout rate which is consistent with the training phase. In experiments, we enable all dynamic modules in the BERT model and only enable them in the T5 model’s encoder according to the results in Appendix A. For the AT model, we tune the model using clean samples and adversarial examples generated by A2T \[^68\]. For the IB model, we use the default setting that contains FreeLB adversarial training to improve the model’s robustness.

F. Threat Model

Based on the attacker’s capability and knowledge, we consider three threat models: (i) Query Attack, where the attacker iteratively queries the target model and updates the sample texts based on the returned logits, and once the target model misclassifies it, the attack is successful; (ii) Dynamic Transfer Attack, where the attacker has no access to the target model and uses a surrogate model with the dynamic attention mechanism (e.g., the identical model’s API or open-source dynamic models) to generate adversarial texts and perform transfer attack; (iii) Static Transfer Attack, where the attacker has no access to the target model and uses a static surrogate model (e.g., open-source static models) to generate adversarial texts and perform transfer attack.

Attacker’s Objective. In classification tasks, the attacker’s objective is to manipulate inputs so that the target model classifies them incorrectly. In text generation tasks, the attacker aims to generate texts significantly different from the reference texts, measured by the BLEU score.

Attacker’s Capability. In this work, we investigate three adversarial attack settings with strong attacker capabilities: (i) Query Attack, where the attacker has access to the target model and uses a surrogate model with the dynamic attention mechanism (e.g., the identical model’s API or open-source dynamic models) to generate adversarial texts and perform transfer attack; (ii) Static Transfer Attack, where the attacker has no access to the target model and uses a static surrogate model (e.g., open-source static models) to generate adversarial texts and perform transfer attack.

V. Evaluation of Effectiveness

We first use the texts from the Amazon dataset to illustrate the effectiveness of the dynamic attention under the three threat models stated in Sec. IV-F.

A. Query Attack

Under the first threat model, where the attacker can access the prediction confidence of the target dynamic online model, we report the clean accuracy (ACC column) of the models, as well as the average ASR (ASRQ column) and the average attack queries (Query column) for the three adversarial attack methods on the three tuning methods and GPT model in Table IV. For each tuning method, we have four models: the original static model, the dynamic attention model, the dropout model, where only dropout is enabled, and the fusion model, where both dynamic attention and dropout are enabled.

Table IV reveals that the clean accuracy of the four models under three tuning methods is similar, except for a slight drop in the fusion model. Interestingly, dropout models occasionally surpass the original ones, likely due to the fact that it remains consistent with the training process. However, without dynamic attention in the training phase, its clean accuracy and that of the fusion model drop slightly. Next, we observe that the model with dynamic attention only decreases the ASR in several scenarios, which is due to a smaller robustness space we justify in Sec. VII. Nevertheless, it significantly increases the query number for generating adversarial examples. Such an increase
in attack queries should be more noticeable for the first threat model, which could bolster query-based black-box defenses [29], [5], [44] that detect highly similar queries in the input space. Similar results can be found in prefix-tuned, prompt-tuned, and GPT models.

Generally, the dropout model performs slightly better than the dynamic attention model, with the former showing a lower ASR and slightly higher attack queries. Moreover, we observe that the fusion and dropout models show similar performance, but dropout suffers from the problem of unstable predictions, which is easier to bypass with multiple trials, as we detail in Sec. IV-F.

We also find that the ASRs drop notably in the prefix-tuned model but marginally in the fine-tuned and prompt-tuned models. Overall, fine-tuned models demonstrate superior robustness regarding ASR and attack queries. Hence, fine-tuning is preferable due to its lower ASR and larger attack queries. However, the costliness of fine-tuning makes prefix-tuning more suitable, which offers lower ASR and higher attack queries that approximate fine-tuning’s result and also achieve high clean accuracy.

### B. Dynamic Transfer Attack

Since online model providers often provide their models as a service without disclosing the prediction confidence, attackers are typically required to generate adversarial texts using a local surrogate model to launch transfer attacks on the online model. Addressing the second threat model, where attackers only have access to a local dynamic surrogate model’s output, we record the average ASR of locally generated adversarial texts on the target dynamic model. For consistency, the same dynamic model used online in Sec. IV-A is employed locally. Specifically, we use the adversarial texts generated in the first threat model to attack the target model again and record the ASR. The results of transfer ASRs are presented side-by-side with the result of the query attack, shown in the \( ASR_D \) column in Table IV.

The table reveals that adversarial texts are all misclassified by the original model since the original model is static. Next, we can see that over half of the adversarial texts generated from the dynamic attention model fail to attack the online model. For instance, while 52.90% of the clean texts become adversarial examples via TextFooler (shown in the \( ASR_S \) column), only 24.80% can re-attack the target model (shown in the \( ASR_D \) column). This discrepancy arises from the dynamic model’s varying states during adversarial example generation and online deployment, reducing adversarial text efficacy. Further, the dropout model records a lower ASR than the dynamic attention model in most cases. This is because dropout greatly obfuscates the gradients used in generating adversarial examples. Specifically, due to the difference in neurons being dropped, the adversarial texts generated in the previous dropout state may not influence the neurons in the current dropout state and fail to attack successfully during deployment. Integrating dynamic attention and dropout, the fusion model further reduces the TextFooler’s ASR from 26.30% to 12.88%. Similar observations can be found in other models and attack methods.

In conclusion, dropout introduces a higher degree of randomness to obfuscate the generated examples, leading to a lower ASR. With dynamic attention and dropout working together, the fusion model can further decrease the ASR.

### C. Static Transfer Attack

Under the third threat model, where the attacker only has a static model locally, we consider that the attacker obtains the static version of the target dynamic model to generate adversarial texts and tests them on the target model. The experiment involves applying three attack methods to the static model, using the Amazon dataset. Then, the generated adversarial texts are fed into dynamic attention models, dropout models, and fusion models. Specifically, we use adversarial texts generated from the original model to attack the other three dynamic models. We report the attack success rate of locally generated adversarial texts in the \( ASR_S \) column of Table IV. Since we use adversarial texts from the original model to attack the target model, the attack success rate for the original model is 100.0%.

<table>
<thead>
<tr>
<th>Tuning</th>
<th>Model type</th>
<th>( ACC )</th>
<th>TextBugger</th>
<th>( ASR_Q )</th>
<th>( ASR_S )</th>
<th>( ASR_D )</th>
<th>TextFooler</th>
<th>( ASR_Q )</th>
<th>( ASR_S )</th>
<th>( ASR_D )</th>
<th>PWWS</th>
<th>( ASR_Q )</th>
<th>( ASR_S )</th>
<th>( ASR_D )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fine-tuning</td>
<td>original model</td>
<td>93.00%</td>
<td>38.96%</td>
<td>254.41%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>47.35%</td>
<td>479.42%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>61.29%</td>
<td>695.5</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>dropout</td>
<td>93.20%</td>
<td>35.84%</td>
<td>301.28%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>45.18%</td>
<td>744.54%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>55.35%</td>
<td>751.7</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>fusion</td>
<td>93.27%</td>
<td>43.91%</td>
<td>312.66%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>50.87%</td>
<td>656.44%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>50.54%</td>
<td>753.8</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>dynamic attention</td>
<td>94.53%</td>
<td>41.47%</td>
<td>314.49%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>55.06%</td>
<td>670.92%</td>
<td>37.55%</td>
<td>55.06%</td>
<td>55.06%</td>
<td>670.9</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>dynamic attention + AT</td>
<td>94.53%</td>
<td>41.47%</td>
<td>314.49%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>55.06%</td>
<td>670.92%</td>
<td>37.55%</td>
<td>55.06%</td>
<td>55.06%</td>
<td>670.9</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>dynamic attention + IB</td>
<td>93.07%</td>
<td>38.06%</td>
<td>234.44%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>47.35%</td>
<td>479.42%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>61.29%</td>
<td>695.5</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>fusion + IB</td>
<td>93.07%</td>
<td>41.85%</td>
<td>320.44%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>50.87%</td>
<td>656.44%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>50.54%</td>
<td>753.8</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>dynamic attention + AT</td>
<td>94.53%</td>
<td>41.47%</td>
<td>314.49%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>55.06%</td>
<td>670.92%</td>
<td>37.55%</td>
<td>55.06%</td>
<td>55.06%</td>
<td>670.9</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>dynamic attention + IB</td>
<td>93.07%</td>
<td>38.06%</td>
<td>234.44%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>47.35%</td>
<td>479.42%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>61.29%</td>
<td>695.5</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>fusion + IB</td>
<td>93.07%</td>
<td>41.85%</td>
<td>320.44%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>50.87%</td>
<td>656.44%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>50.54%</td>
<td>753.8</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>dynamic attention + AT</td>
<td>94.53%</td>
<td>41.47%</td>
<td>314.49%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>55.06%</td>
<td>670.92%</td>
<td>37.55%</td>
<td>55.06%</td>
<td>55.06%</td>
<td>670.9</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>dynamic attention + IB</td>
<td>93.07%</td>
<td>38.06%</td>
<td>234.44%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>47.35%</td>
<td>479.42%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>61.29%</td>
<td>695.5</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>fusion + IB</td>
<td>93.07%</td>
<td>41.85%</td>
<td>320.44%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>50.87%</td>
<td>656.44%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>50.54%</td>
<td>753.8</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>dynamic attention + AT</td>
<td>94.53%</td>
<td>41.47%</td>
<td>314.49%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>55.06%</td>
<td>670.92%</td>
<td>37.55%</td>
<td>55.06%</td>
<td>55.06%</td>
<td>670.9</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>dynamic attention + IB</td>
<td>93.07%</td>
<td>38.06%</td>
<td>234.44%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>47.35%</td>
<td>479.42%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>61.29%</td>
<td>695.5</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
</tbody>
</table>
Table VI shows that the adversarial examples that are all misclassified in the original model can be partially classified correctly. For instance, in fine-tuned models, 33.48% of adversarial texts generated using TextFooler can bypass the dynamic attention model, which means about 66% of these adversarial examples are classified correctly. Similarly, in the dropout model, these adversarial texts achieve a 46.56% ASR, which is higher than the dynamic attention model. When dynamic attention and dropout are combined, ASR is only 31.67%. Thus, the fusion models achieve the lowest ASR. It can be seen that the dynamic attention model outperforms the dropout model in most scenarios of the third threat model. In the fine-tuned and prefix-tuned models, the fusion model has achieved the best performance. Nevertheless, we have shown that dropout introduces excessive randomness which will be easily bypassed by multiple trials in Sec. V-F. Additionally, to underscore the versatility of dynamic attention, we experiment on adversarial examples under varying confidence levels in Appendix C.

D. Comparison with information bottleneck and adversarial training

In this section, we compare the performance of dynamic attention with information bottleneck (IB) and adversarial training (AT) and show that dynamic attention can work together with them to improve the model’s robustness. The result is shown in Table IV.

For AT, it fails to improve the model’s robustness in most cases and even reduces attack queries, making it easier to generate adversarial samples. One of the reasons is that the attack algorithm used in adversarial training is inconsistent with the attack algorithm used in actual attacks. However, adversarial training cannot traverse all types of attacks, thus greatly limiting its protection capabilities. Dynamic attention can be integrated with an adversarially trained model to improve its robustness by reducing the ASR and increasing the number of queries. For information bottleneck, it performs better than the dynamic attention model under the first threat model, yet dynamic attention outperforms IB under the second and third threat models. Nevertheless, IB can help the model maintain a high prediction accuracy on clean texts. Finally, integrating IB with dynamic attention models and fusion models further improves their robustness.

E. Other Classification Datasets

We have also experimented with our dynamic attention on other security-critical datasets: Twitter and Enron. We fine-tune the two models and conduct experiments under the three threat models discussed in the previous section. The results are shown in Table VI.

From Table VI, we first observe that on Twitter, when using dynamic models, the attack queries increase, as shown in the Query column, and the ASRs of the locally generated examples have dropped, as shown in the ASR_D and ASR_S columns. However, the ASR, when directly attacking the online model, as shown in the ASR_Q column, does not decrease on Twitter. This is because using the dynamic modeling technique will inevitably result in a smaller robust space which we have shown in Sec. VII. Nevertheless, the ASR of dynamic transfer attacks is halved compared to query attacks. Similarly, on the Enron dataset, when directly attacking the online model, all three dynamic models can halve the ASR and significantly increase the attack queries. Furthermore, the ASRs of locally generated examples drop to 12.46% on average under the fusion model. At the same time, the classification accuracy of the clean text is 96.2%, which is only 2% lower than the original model. Among all three dynamic models, the fusion models perform best in mitigating adversarial attacks despite a clean performance drop. We also observe that when defending adversarial examples from the local static model, the ASRs under the dynamic attention and dropout models are similar, and the fusion model further reduces the ASR.

In conclusion, dynamic attention proves to be effective in protecting security-related models against attacks. Furthermore, the fusion model, which combines dynamic attention and dropout, demonstrates superior performance in defending against adversarial attacks.

F. Stableness Evaluation

In this part, we study the stableness of the dynamic attention, dropout, and fusion models. Since we introduce dynamic modeling into dynamic attention, an input’s output confidence may change each time they run. Consequently, while a dynamic modeling method may exhibit a low ASR, it can introduce excessive randomness so that some inputs can be classified correctly this time yet will be misclassified next time. For the method that introduces too much randomness, as long as the attacker uploads the adversarial example a few more times, there is a high probability that the target model will misclassify it. To evaluate the stableness of each model, we measure the average standard deviation of the outputs’ confidence through multiple trials. Specifically, for each dynamic model and dataset, we repetitively query the model 100 times for a given input text and calculate the standard deviation of the resulting confidence values. Subsequently, we compute the average standard deviation $\sigma$ for adversarial texts generated using TextFooler (denoted as $\sigma_{ADV}$) and clean texts (denoted as $\sigma_{CLEAN}$). These metrics serve as indicators of the model’s stability, with lower standard deviations indicating greater stability. The results are presented in Table VII. Additionally, we compute the static transfer ASR of locally generated adversarial examples with multiple uploads shown in the $ASR_M$ column in Table VII. Specifically, we conduct ten trials for each adversarial example, and consider the adversarial attack successful if it is misclassified in at least one trial. Note that the $\sigma$ and $ASR_M$ for the original static model are 0 and 100%, respectively.

From Table VII, we can first observe that the average standard deviation of clean samples is exceptionally low. This finding suggests that the clean samples exhibit stability, as their output confidence remains relatively unchanged across different dynamic statuses. Consequently, clean texts will barely be misclassified by the dynamic models. The results of adversarial examples demonstrate that dynamic attention models achieve the lowest standard deviation, implying their superior stability compared to dropout and fusion models. We conjecture that the dropout module, which randomly drops out 10% of neurons, results in the loss of critical information necessary for the model understanding. Therefore, we speculate that dropout
models may inadvertently retain adversarial information in certain dynamic statuses, leading to correct classification of an adversarial example at one trial but a higher probability of misclassification in subsequent trials. The results of the attack success rate under ten trials, shown in the ASR column, also confirmed this point. The attack success rate increases from 46.56% (from Table IV, ASR column) under TextFooler) to 93.21% with multiple uploads in the fine-tuned Amazon model with dropout enabled. Whereas, in the dynamic attention model, the ASR increases from 33.48% to only 47.51%, which is much lower than the ASR of the dropout model. We can find similar observations in the prefix-tuned and prompt-tuned models and model trained via the Twitter and Enron datasets. Furthermore, the fusion model exhibits improved stability compared to the dropout model. This could be attributed to the masking of highly attentive tokens, which distribute textual information and reduces the adversarial information retained during the dropout process. To conclude, the dynamic attention model offers more consistent predictions than the other two dynamic models, making it more practical for stable deployment. However, dropout introduces excessive randomness, rendering it impractical to defend against adversarial attacks.

In summary, considering the fine-tuned and prefix-tuned BERT model and the GPT model, it is recommended to use the fusion model, which performs best in all three threat models and achieves lower variation compared to the dropout model. Considering the prompt-tuned model, the fusion model is recommended for defending against transfer attacks, and the dynamic attention model is recommended for defending against query attacks.

**G. Neural Machine Translation and Summarization**

In addition to text classification tasks, we also experiment with text generation tasks, which include neural machine translation and text summarization. We utilize a pretrained T5-base model to translate English to French and German using the prompts ‘translate English to French:’ and ‘translate English to German:’, respectively. Meanwhile, we use the same T5 model to summarize articles into headlines using the prompt ‘summarize:’. To adapt adversarial attacks for text generation tasks, we modify the objectives of TextBugger and TextFooler, originally designed for classification tasks. Specifically, we aim to minimize the BLEU score between the machine-translated text and the reference translation generated from translating or summarizing the clean texts using the static model. In addition, adversarial texts are generated from the original static model using texts from the TED Talk and the Gigaword datasets. Then, we translate the clean and adversarial text using the original static model, and the three dynamic models, respectively, and calculate the BLEU score of it and the reference text. It is worth noting that, for the dynamic attention model, we only implement dynamic attention in the encoder since enabling dynamic modeling in both encoder and decoder will deteriorate the performance, shown in Appendix [A]. Similarly, for the dropout model, we only enable the dropout in the encoder while disabling the dropout in the decoder. Since the text generation task relies on the information of all words, adversarial attacks, aiming to minimize the generated text’s BLEU score, usually attack non-keywords. Thus, we let $\alpha = 0.3$, $\beta = 0.3$, and set the range of $\delta$ to $[0.3, 0.5]$. This choice of hyperparameters is justified in the sensitivity analysis in Appendix [B]. We report the BLEU scores of the generated texts, fed with clean and adversarial texts, for the four models under two translation tasks (in ‘English to French’ and ‘English to German’ rows) and one summarization task (in ‘Summarization’ row) in Table VII.

###TABLE VI: The stableness of dynamic attention models, dropout models and fusion models in multiple settings.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model type</th>
<th>ACC</th>
<th>TextBugger</th>
<th>TextFooler</th>
<th>PWRS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ASRM</td>
<td>Query ASRM</td>
<td>ASRM</td>
<td>ASRM</td>
</tr>
<tr>
<td></td>
<td>original</td>
<td>41.67%</td>
<td>115.53</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>dropout</td>
<td>45.32%</td>
<td>142.14</td>
<td>61.30%</td>
<td>62.74%</td>
</tr>
<tr>
<td></td>
<td>fusion</td>
<td>49.15%</td>
<td>156.67</td>
<td>48.92%</td>
<td>69.57%</td>
</tr>
<tr>
<td>Twitter</td>
<td>dynamic attention</td>
<td>46.61%</td>
<td>152.16</td>
<td>42.88%</td>
<td>62.22%</td>
</tr>
<tr>
<td></td>
<td>dropout</td>
<td>52.75%</td>
<td>162.47</td>
<td>30.42%</td>
<td>57.59%</td>
</tr>
<tr>
<td></td>
<td>fusion</td>
<td>54.91%</td>
<td>157.39</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Enron</td>
<td>dynamic attention</td>
<td>44.02%</td>
<td>170.65</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>dropout</td>
<td>45.61%</td>
<td>183.11</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>fusion</td>
<td>43.61%</td>
<td>170.65</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

###TABLE VII: The BLEU score of clean texts and adversarial texts generated from local static T5 model using TED Talk and Gigawords.

<table>
<thead>
<tr>
<th>Task</th>
<th>Model type</th>
<th>Clean</th>
<th>TextBugger</th>
<th>TextFooler</th>
</tr>
</thead>
<tbody>
<tr>
<td>English to French</td>
<td>original</td>
<td>1.0000</td>
<td>0.6498</td>
<td>0.4607</td>
</tr>
<tr>
<td></td>
<td>dropout</td>
<td>0.6186</td>
<td>0.3977</td>
<td>0.3949</td>
</tr>
<tr>
<td></td>
<td>fusion model</td>
<td>0.6022</td>
<td>0.5601</td>
<td>0.3983</td>
</tr>
<tr>
<td>English to German</td>
<td>original</td>
<td>1.0000</td>
<td>0.3855</td>
<td>0.3715</td>
</tr>
<tr>
<td></td>
<td>dropout</td>
<td>0.6505</td>
<td>0.2844</td>
<td>0.3426</td>
</tr>
<tr>
<td></td>
<td>fusion model</td>
<td>0.6469</td>
<td>0.2966</td>
<td>0.3568</td>
</tr>
<tr>
<td>Summarization</td>
<td>original</td>
<td>1.0000</td>
<td>0.6159</td>
<td>0.5344</td>
</tr>
<tr>
<td></td>
<td>dropout</td>
<td>0.6149</td>
<td>0.5008</td>
<td>0.4838</td>
</tr>
<tr>
<td></td>
<td>fusion model</td>
<td>0.5960</td>
<td>0.4687</td>
<td>0.3861</td>
</tr>
</tbody>
</table>
TABLE VIII: The performance of the original model and the three dynamic models on the dataset shift scenario.

<table>
<thead>
<tr>
<th>Model</th>
<th>ACC</th>
<th>ASRQ</th>
<th>Query</th>
<th>ASRD</th>
<th>ASRQ</th>
<th>Query</th>
<th>ASRD</th>
<th>ASRQ</th>
<th>Query</th>
<th>ASRD</th>
<th>ASRQ</th>
<th>Query</th>
<th>ASRD</th>
<th>ASRQ</th>
<th>Query</th>
<th>ASRD</th>
<th>ASRQ</th>
<th>Query</th>
<th>ASRD</th>
<th>ASRQ</th>
<th>Query</th>
<th>ASRD</th>
</tr>
</thead>
<tbody>
<tr>
<td>original model</td>
<td>93.40%</td>
<td>49.25%</td>
<td>291.8</td>
<td>100.0%</td>
<td>100.00%</td>
<td>50.66%</td>
<td>281.2</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>50.66%</td>
<td>281.2</td>
<td>100.00%</td>
<td>100.00%</td>
<td>50.66%</td>
<td>281.2</td>
<td>100.00%</td>
<td>100.00%</td>
<td>50.66%</td>
<td>281.2</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>dynamic attention</td>
<td>92.93%</td>
<td>43.01%</td>
<td>499.59</td>
<td>28.69%</td>
<td>36.09%</td>
<td>58.71%</td>
<td>1014.1</td>
<td>23.93%</td>
<td>35.22%</td>
<td>54.43%</td>
<td>903.80</td>
<td>27.95%</td>
<td>47.71%</td>
<td>52.29%</td>
<td>1056.6</td>
<td>14.86%</td>
<td>32.63%</td>
<td>57.67%</td>
<td>1241.9</td>
<td>19.35%</td>
<td>31.52%</td>
<td></td>
</tr>
<tr>
<td>fusion</td>
<td>93.20%</td>
<td>46.01%</td>
<td>503.49</td>
<td>25.72%</td>
<td>33.33%</td>
<td>52.29%</td>
<td>1056.6</td>
<td>14.86%</td>
<td>32.63%</td>
<td>57.67%</td>
<td>1241.9</td>
<td>19.35%</td>
<td>31.52%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3: The prediction accuracy of adversarial texts (upper row) and clean texts (bottom row) from the Amazon dataset under the fine-tuned model with different \( m \)'s range and \( \beta \) value.

The result in Table VIII demonstrates that the dynamic attention models have improved the translation quality of adversarial texts. The BLEU score increases from 0.4753 to 0.5050, on average, when utilizing dynamic attention in the English-French translation. However, contrary to the results from text classification tasks, the performance of the dropout model has deteriorated to only 0.3834, on average, which is lower than the performance of the original model. The result of the fusion model shows that the performance does not improve by adding dynamic attention to dropout.

Similar results can be found in experiments of the English to German translation and the summarization of articles. We believe that, unlike the classification task, where the pivot information is concentrated in a few words, the generation task relies on the information of all words in the text, and dropout will cause the hidden representation of the model to lose part of the textual information, thus damaging the effectiveness of text generation. In addition, our empirical studies found that adversarial examples in text generation tasks are more likely to change the tense of verbs and the adverbs, thereby achieving the purpose of changing the sentence structure, ultimately leading to a significant decrease in BLEU scores. However, dynamic attention weakens the attention on potentially erroneous tokens instead of completely masking their influence. Therefore, dynamic attention can preserve more information than the dropout.

In conclusion, dynamic attention brings more degrees of freedom for adjustment and optimization and can avoid excessive loss of information. Moreover, dropout is not as good as dynamic attention, which contradicts the results from text classification tasks. Thus, it is recommended to use the dynamic attention model in text generation tasks.

H. Sensitivity Analysis

In this section, we study how hyperparameter \( m \)'s range and \( \beta \) influence the performance of dynamic attention. Firstly, we consider the text classification scenario. Systematically, the lower bound for the range of \( m \) spans from 0% to 90% in increments of 10%, while the upper bound extends from 10% to 100%, also in 10% increments. Besides, the value of \( \beta \) varies from 0.2 to 0.8 with an increment of 0.2. Our experiments utilized adversarial texts from the Amazon, generated via a static model, to assess the efficacy of the dynamic attention model across varying \( m \)'s ranges and \( \beta \)'s values. We provide the prediction accuracy for both adversarial examples (\( ACC_a \)) and non-adversarial or clean examples (\( ACC_o \)) under different hyperparameter configurations, as depicted in Fig. 4. To holistically gauge hyperparameter performance on both adversarial and clean texts, we introduced a composite metric \( M = ACC_a + ACC_o \), as shown in Fig. 5. Analyzing the metric \( M \), we can observe that a suitable range of \( m \) can be determined without setting a smaller upper bound or a larger lower bound. For instance, at \( \beta = 0 \), the sweet spot seems to be an upper bound of 20% and a lower bound of 10% for peak performance. As \( \beta \) escalates, so does the ideal range, implying wider bounds may be more apt. We have also included the sensitivity analysis of other models and tasks in Appendix B.

VI. EVALUATION OF VERSATILITY

A. Dataset Shift

Considering the variation in attentive tokens between the training and evaluation sets can potentially undermine dynamic attention’s efficacy, we investigate the effectiveness of dynamic attention in dataset shift scenarios, where the evaluation set differs from the training set. Specifically, we use TextBugger, TextFooler, and PWWS to attack the three dynamic models and the static model trained from the Amazon dataset using adversarial texts from the Yelp dataset. We perform attacks under the three threat models in Sec. IV-F. Then, we report the prediction accuracy of clean texts from the Yelp dataset (\( ACC \)), the attack success rate (\( ASR_Q \)), and attack queries (\( Query \)) when directly attacking an online model, the ASR of adversarial texts generated from the local dynamic model (\( ASR_D \)) and the ASR of adversarial texts generated from the local static model (\( ASR_S \)) in Table VIII.

We can first observe from the table that the model trained from the Amazon dataset achieves high prediction accuracy on the clean Yelp dataset. Next, the dynamic attention model demonstrates a notable increase in attack queries for all three attacks, leading to a decrease in \( ASR_Q \) for the adversarial Yelp...
texts generated from the local dynamic model. In the first two threat models, the dynamic attention model and the dropout model have similar performance. In the third threat model, the dynamic attention model outperforms the dropout model, where adversarial Yelp texts are generated from a local static model. This indicates that dynamic attention is effective in defending against attacks using contextualized datasets. Nonetheless, the fusion model achieves the best performance considering both prediction accuracy and ASR under three threat models.

B. Backdoor Attack

In this section, we investigate the effectiveness of dynamic attention in mitigating the impact of backdoor attacks. We employ two backdoor attacks, BadNets [18] and POR [51]. BadNets poisons the fine-tuning Amazon dataset with specific triggers and target labels using BERT as the target model. POR injects nine triggers simultaneously before the model is fine-tuned, and we fine-tuned the backdoor model using the Amazon dataset. We evaluate the fine-tuned models and calculate the ASR of these triggers on both the original static model and the dynamic models, as shown in Figs. 5 and 6.

Fig. 5 demonstrates that dynamic attention can effectively attenuate the BadNets's backdoor effects, reducing ASR from 100% to less than 10%. In contrast, the dropout model is ineffective in removing the BadNets’s effects. However, Fig. 6 demonstrates that dynamic attention can reduce the ASRs of several triggers, such as No. 2, 3, 5, 6, and 9. We can conclude that the backdoor attacks, which poison the training dataset like BadNets, take effect by allocating high attention to these trigger tokens and thus result in misclassification. Therefore, dynamic attention can effectively find these attentive triggers and eliminate their backdoor influence to a large extent. However, backdoor attacks like POR, which associate triggered texts with target hidden representations, are more elusive and harder to defend.

C. Possible Adaptive Attack

We investigate two adaptive attack strategies toward the text classification task, where the attacker uses a local model to generate adversarial texts that satisfy the desired attention weight distribution: (1) assigning high values to relevant tokens (i.e., altering later tokens whose rank index are larger than $m$) and (2) assigning comparable attention values to all tokens. Given that text-based adversarial attacks in the text domain are performed on discrete word space and require the greedy search of feasible words, it is impossible to manipulate the attention weights directly. Hence, we constrain the text generated by greedy search to meet the desired attention weights.

Firstly, assigning high values to relevant tokens of the generated adversarial text helps prevent irrelevant toxic tokens from being removed by dynamic attention. To achieve this, we enforce a higher overlap between tokens with high attention values in the generated adversarial text ($T_g$) and tokens with high attention values in the original clean text ($T_o$), such that: $|T_g \cap T_o| > 0.8$. These tokens are selected from the last six layers, with the top five tokens chosen based on their highest attention values in each layer.

Secondly, assigning comparable attention values to all tokens is possible to misguide the token selection process during attention rectification, ensuring that toxic tokens are not removed by dynamic attention. To achieve this, we enforce the standard deviation of the average attention value $A_s$ of all tokens to be lower than a threshold: $\sigma(A_s) < 1.5$.

We conduct adaptive attacks on local static and dynamic models and perform transfer attacks to the target models. We record the ASR on local models using adaptive attacks: $ASR_{SL}$ and $ASR_{DL}$, and the ASR of the transfer attack: $ASR_{ST}$ and $ASR_{DT}$, differentiated by static and dynamic local models respectively. The experimental results of models with different tuning methods are shown in Table IX. Although the two adaptive attacks yield slightly higher $ASR_{ST}$ on the fine-tuned model, they fail to increase the $ASR_{DT}$ on the pre-tuned and prompt-tuned models. Moreover, to achieve higher transfer ASR, it drastically decreases the local ASR, which means fewer texts can be attacked successfully, even less than the successfully attacked texts without adaptive attack. In addition, as shown in $ASR_{DL}$ and $ASR_{DT}$, using dynamic local models does not aid the adaptive attacks. Thus, dynamic attention is still effective in defending against adaptive attacks.

VII. ROBUSTNESS ANALYSIS

In this section, we examine the robustness of the dynamic attention model and the other two dynamic models as well as the original model using the Amazon dataset. Given the inherent difficulty of precisely measuring the certified robustness of a deep Transformer-based model and capturing the robustness space of a dynamic model, we employ a statistical robustness assessment [63] and relax the requirement for computing the robustness radius by calculating the percentage of samples that are robust under random noises.

In our approach, we introduce perturbations to test samples by randomly selecting 10% of the tokens in the token sequence and adding standard Gaussian noise. The noise is applied to each dimension of the embeddings of the selected tokens, with a standard deviation $\sigma$. It’s important to note that selecting 10% of tokens is to maintain consistency with the practical attack [12]. Additionally, we perform experiments with 20% and 40% randomly selected tokens to explore different levels of modification rate. This process is repeated 500 times, generating...
TABLE IX: The performance of the dynamic attention model under two adaptive attacks with different local model.

<table>
<thead>
<tr>
<th>Fine</th>
<th>dynamic attention</th>
<th>adaptive 1</th>
<th>adaptive 2</th>
<th>adaptive 1</th>
<th>adaptive 2</th>
<th>adaptive 1</th>
<th>adaptive 2</th>
<th>adaptive 1</th>
<th>adaptive 2</th>
<th>adaptive 1</th>
<th>adaptive 2</th>
<th>adaptive 1</th>
<th>adaptive 2</th>
<th>adaptive 1</th>
<th>adaptive 2</th>
<th>adaptive 1</th>
<th>adaptive 2</th>
<th>adaptive 1</th>
<th>adaptive 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>TextBugger</td>
<td>ASR_{DL}</td>
<td>ASR_{DT}</td>
<td>ASR_{ST}</td>
<td>ASR_{DL}</td>
<td>ASR_{DT}</td>
<td>ASR_{ST}</td>
<td>ASR_{DL}</td>
<td>ASR_{DT}</td>
<td>ASR_{ST}</td>
<td>ASR_{DL}</td>
<td>ASR_{DT}</td>
<td>ASR_{ST}</td>
<td>ASR_{DL}</td>
<td>ASR_{DT}</td>
<td>ASR_{ST}</td>
<td>ASR_{DL}</td>
<td>ASR_{DT}</td>
<td>ASR_{ST}</td>
<td></td>
</tr>
<tr>
<td>Prefix</td>
<td>dynamic attention</td>
<td>38.06%</td>
<td>37.29%</td>
<td>41.38%</td>
<td>32.82%</td>
<td>47.53%</td>
<td>34.24%</td>
<td>52.90%</td>
<td>42.22%</td>
<td>61.29%</td>
<td>32.63%</td>
<td>55.29%</td>
<td>27.21%</td>
<td>49.42%</td>
<td>50.66%</td>
<td>61.57%</td>
<td>77.70%</td>
<td>42.33%</td>
<td>65.63%</td>
</tr>
<tr>
<td>Prefix</td>
<td>adaptive 1</td>
<td>21.29%</td>
<td>20.31%</td>
<td>23.94%</td>
<td>19.24%</td>
<td>29.46%</td>
<td>24.27%</td>
<td>30.11%</td>
<td>23.33%</td>
<td>31.83%</td>
<td>29.41%</td>
<td>29.49%</td>
<td>32.85%</td>
<td>34.31%</td>
<td>33.75%</td>
<td>35.12%</td>
<td>35.36%</td>
<td>36.44%</td>
<td>37.03%</td>
</tr>
<tr>
<td>Prefix</td>
<td>adaptive 2</td>
<td>4.06%</td>
<td>5.73%</td>
<td>6.16%</td>
<td>7.53%</td>
<td>5.81%</td>
<td>6.88%</td>
<td>5.52%</td>
<td>7.92%</td>
<td>4.44%</td>
<td>5.14%</td>
<td>13.76%</td>
<td>34.38%</td>
<td>4.55%</td>
<td>4.97%</td>
<td>6.21%</td>
<td>6.94%</td>
<td>8.53%</td>
<td>11.25%</td>
</tr>
</tbody>
</table>

500 noise copies of the test sample. Then, we examine whether these noise copies of a test sample are all classified correctly by the model. If there exists one misclassified copy, we consider this test sample not robust to the perturbation strength of \( \sigma \). We set the range of \( \mu_Y \) from 0.9 to 2.2, which is determined from the actual distance as shown in Appendix \[2\] and choose \( \sigma = 0.03125 \cdot \mu_Y \), as the distance between the noise copies and the original word exhibits a \( \chi \)-like distribution. Thus, we consider 200 texts and test them at 14 perturbation strengths ranging from 0.9 to 2.2. The percentage of test samples whose noise copies remain robust to the perturbation is computed, which we define as the statistical robustness of the model. It is worth mentioning that a higher percentage value indicates a more robust model. We report the statistical robustness of the four models with different perturbation strength under a 10% modification rate in Fig. 7. Additionally, we provide the statistical robustness under 20% and 40% modification rates in Figs. 16 and 17 in Appendix E, respectively.

From Fig. 7 we observe that the original model (blue bars) exhibits the highest robustness. Additionally, the robustness space of any dynamic model (orange bars) is the intersection of the robustness spaces under all statuses of the dynamic model. Consequently, the dynamic model has a smaller robustness space compared to the original model. Among dynamic models, the dynamic attention model demonstrates the highest robustness across various perturbation radii, thereby effectively preserving its robustness. The introduction of dropout, however, decreases the robustness of the original model, which suggests that dropout introduces excessive randomness, leading to unstable predictions and an increased likelihood of misclassifying noise samples, as further supported by Sec. V-F.

Interestingly, the fusion model (red bars) improves the robustness of the dropout model (green bars) in most cases. We speculate that removing tokens with high attention values helps prevent certain neurons from containing excessive amounts of textual information while others do not. Consequently, while dropout disables some neurons, the remaining valid neurons contain enough textual information to facilitate information flow to subsequent layers. As the modification rates (shown in Fig. 16 and 17 in Appendix E) or perturbations increase, the dynamic attention model consistently maintains a similar level of robustness to the original model. In contrast, the robustness of the dropout and fusion models diminishes rapidly.

Overall, the dynamic attention model can preserve 98%, on average, of the original model’s robustness and retain the most robustness among all three dynamic models. In contrast, the dropout and fusion models can only preserve 83%, on average, of the original robustness.

VIII. CHALLENGES AND FUTURE WORKS

Dynamic modeling techniques, while successful, are not extensively explored theoretically, and our dynamic attention faces similar challenges. For instance, our robustness analysis can only be evaluated under relaxed conditions. In addition, the attention map’s masking introduces discrepancies between the training and inference since no tokens are masked during training, which can reduce the original task’s performance.

In this paper, dynamic attention is designed to mitigate the effect of adversarial attacks by masking attentive tokens in the attention map. However, these attentive tokens are also likely to be critical in normal texts. Therefore, if tokens can be selected more precisely, the impact of adversarial attacks can be further reduced, and the original task performance will not be affected. Additionally, the performance of dynamic attention can also be further improved by integrating with other robustness-enhancement modules and utilizing other defense techniques such as detection and restoration \[40\], \[61\], \[77\], \[30\] to preprocess the input before fed into the model.

IX. CONCLUSION

In this work, we propose dynamic attention, the first dynamic modeling method tailored for transformer-based models. Our method reduces the impact of adversarial examples by dynamically masking or weakening highly attentive tokens in the input text. Additionally, it can be combined with the dropout module, information bottleneck, adversarial training, and other modules to further reduce the attack success rate and increase the attack difficulty. Our experiments on three classification and two generation tasks demonstrate that dynamic
attention is effective in defending against adversarial attacks under various scenarios, even with no attacker knowledge. We also demonstrate its capability to defend against adversarial attacks under data shift and adaptive attack scenarios. Furthermore, dynamic attention is effective in attenuating the impact of backdoor triggers. Finally, our results reveal that dynamic attention maintains stability in repeated predictions and preserves the robustness of the original model.
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Fig. 8: The prediction accuracy of adversarial texts (upper row) and the prediction accuracy of clean texts (bottom row) from the Amazon dataset under the prefix-tuned model with different m’s range and different β value.

Fig. 9: The overall metric M of the dynamic attention model trained with the Amazon dataset under the prefix-tuned model with different m’s range and different β value.

**APPENDIX**

A. The Performance of Text Generation with Dynamic Modeling Enabled in Both Encoder and Decoder

We primarily chose to implement attention masking solely on the encoder side based on preliminary observations that enabling dynamic modeling in the TS’s decoder will degrade the model’s performance. To substantiate our approach, we conducted comparative experiments by enabling dynamic modeling in both the encoder and the decoder. The results, which can be found in Table X, clearly show a significant degradation in performance on adversarial texts when dynamic modeling is enabled on both ends.

B. Sensitivity Analysis on Other Models and Tasks

For text classification, similar to the fine-tuned Amazon model, we have conducted sensitivity analysis on the prefix-tuned model and prompt-tuned model. The results of the prefix-tuned model and prompt-tuned model are shown in Figs. 8, 9, 10, 11, 12, and 13.

Similar observations can be found for the prefix-tuned model and the fine-tuned Twitter model. For the prompt-tuned model, it is appropriate to use a range of 20% to 40% for m and set β = 0.4.

Moreover, for text generation, we introduce a sensitivity analysis concerning the range of random variable m_b and the selection of parameters m_a and β, where tokens rank between m_a and m_b are chosen to be masked or weakened in text generation scenarios. Similar to the choice of text classification scenario, we determine m_a and m_b to be a proportion of input text length. We vary the β from 0.2 to 0.8 with an increment of 0.2 and m_a from 0.0 to 0.2 with an increment of 0.1. For the range of m_b, we pre-defined four ranges for each m_a. We use adversarial examples from the English to French dataset.
Fig. 10: The prediction accuracy of adversarial texts (upper row) and the prediction accuracy of clean texts (bottom row) from the Amazon dataset under the prompt-tuned model with different \( m \)'s range and different \( \beta \) value.

Fig. 11: The overall metric \( M \) of the dynamic attention model trained with the Amazon dataset under the prompt-tuned model with different \( m \)'s range and different \( \beta \) value.

For illustration, and the BLEU scores for each hyperparameter setting are shown in Fig. [14]

From the figure, it can be observed that choosing \( m_a = 0.1 \), \( \beta = 0.6 \), and setting the range of \( m_b \) to be \([0.3, 0.5]\) achieves the best performance in text generation and outperforms the translation using the original static model. This result is consistent with our previous choice of keeping the top few tokens unchanged and masking or weakening later tokens.

C. The Performance of Dynamic Attention under Varying Confidence

To underscore the effectiveness of dynamic attention mechanisms, we conduct experiments on adversarial examples with varying confidence levels, probing the dynamic model’s ability to discern and respond to adversarial perturbations. We collect adversarial texts generated by TextBugger, TextFooler and PWWS from the fine-tuned model under the Amazon dataset and separate them into eight categories according to their confidence level, which are: (1) confidence < 0.65, (2). 0.65 < confidence < 0.70, (3). 0.70 < confidence < 0.75, (4). 0.75 < confidence < 0.80, (5). 0.80 < confidence < 0.85, (6). 0.85 < confidence < 0.90, (7). 0.90 < confidence < 0.95, and (8). 0.95 < confidence < 1.00. The ASR of adversarial texts for each category under the dynamic attention model and dropout model is presented in Table [X]. Note that the ASR of these adversarial texts is 100% in the static model.

The Table shows that both the dynamic attention model and dropout model perform better on adversarial texts with low confidence values, leading to a lower ASR. However, the dynamic attention model consistently outperforms the dropout model, particularly evident at high confidence levels (i.e. \( 0.95 < \text{confidence} < 1.00 \)).

Fig. 12: The prediction accuracy of adversarial texts (upper row) and the prediction accuracy of clean texts (bottom row) from the Amazon dataset under the GPT-2 model with different \( m \)'s range and different \( \beta \) value.

Fig. 13: The overall metric \( M \) of the dynamic attention model trained with the Amazon dataset under the GPT-2 model with different \( m \)'s range and different \( \beta \) value.

Fig. 14: The overall metric \( M \) of the dynamic attention model trained with the Twitter dataset under different \( m \)'s range and different \( \beta \) value (the higher, the better).

Fig. 15: The stacked frequency histogram of Euclidean distance between original word and replaced word by TextFooler and PWWS attack.
TABLE X: The BLEU score of adversarial texts generated from local static T5 model using TED Talk and Gigawords. The ‘Encoder’ row indicates the dynamic modeling is enabled only in the encoder of the T5 model. The ‘Encoder & Decoder’ row indicates the dynamic modeling is enabled in both encoder and decoder of the T5 model.

<table>
<thead>
<tr>
<th>Task</th>
<th>Model type</th>
<th>TextBugger Encoder</th>
<th>TextBugger Encoder &amp; Decoder</th>
<th>TextFooler Encoder</th>
<th>TextFooler Encoder &amp; Decoder</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.4698</td>
<td>0.4698</td>
<td>0.4981</td>
<td>0.4981</td>
</tr>
<tr>
<td>English to French</td>
<td>dynamic attention</td>
<td>0.5034</td>
<td>0.4641</td>
<td>0.5262</td>
<td>0.4661</td>
</tr>
<tr>
<td></td>
<td>dropout</td>
<td>0.3701</td>
<td>0.3411</td>
<td>0.3967</td>
<td>0.3255</td>
</tr>
<tr>
<td></td>
<td>fusion model</td>
<td>0.3983</td>
<td>0.3195</td>
<td>0.3899</td>
<td>0.3131</td>
</tr>
<tr>
<td>English to German</td>
<td>dynamic attention</td>
<td>0.3810</td>
<td>0.3810</td>
<td>0.3715</td>
<td>0.3715</td>
</tr>
<tr>
<td></td>
<td>dropout</td>
<td>0.3179</td>
<td>0.2525</td>
<td>0.3291</td>
<td>0.2387</td>
</tr>
<tr>
<td></td>
<td>fusion model</td>
<td>0.3472</td>
<td>0.2614</td>
<td>0.3592</td>
<td>0.2378</td>
</tr>
<tr>
<td>Summarization</td>
<td>dynamic attention</td>
<td>0.3983</td>
<td>0.3195</td>
<td>0.3899</td>
<td>0.3131</td>
</tr>
<tr>
<td></td>
<td>dropout</td>
<td>0.3179</td>
<td>0.2525</td>
<td>0.3291</td>
<td>0.2387</td>
</tr>
<tr>
<td></td>
<td>fusion model</td>
<td>0.3472</td>
<td>0.2614</td>
<td>0.3592</td>
<td>0.2378</td>
</tr>
</tbody>
</table>

TABLE XI: The performance of the dynamic attention model and the dropout model under varying confidence.

<table>
<thead>
<tr>
<th>Fine-tuning</th>
<th>Prefix-tuning</th>
<th>Prompt-tuning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>dynamic attention</td>
<td>dropout</td>
</tr>
<tr>
<td></td>
<td>0.95 &lt; confidence &lt; 1.00</td>
<td>42.62%</td>
</tr>
<tr>
<td></td>
<td>0.90 &lt; confidence &lt; 0.95</td>
<td>24.53%</td>
</tr>
<tr>
<td></td>
<td>0.85 &lt; confidence &lt; 0.90</td>
<td>18.92%</td>
</tr>
<tr>
<td></td>
<td>0.80 &lt; confidence &lt; 0.85</td>
<td>13.11%</td>
</tr>
<tr>
<td></td>
<td>0.75 &lt; confidence &lt; 0.80</td>
<td>19.15%</td>
</tr>
<tr>
<td></td>
<td>0.70 &lt; confidence &lt; 0.75</td>
<td>25.58%</td>
</tr>
<tr>
<td></td>
<td>0.65 &lt; confidence &lt; 0.70</td>
<td>31.15%</td>
</tr>
<tr>
<td></td>
<td>confidence &lt; 0.65</td>
<td>37.50%</td>
</tr>
</tbody>
</table>

D. Euclidean Distance between the Original Words and Replaced Words

In order to correspond to the actual attack scenario, we determine the range of $\sigma$ used in Sec. VII according to the perturbation size of the actual adversarial attacks. As representatives, we use synonym replacement attacks, such as TextFooler and PWWS. The distribution of the Euclidean distance between the original words and replaced words under TextFooler and PWWS is shown in Fig. 15. The figure shows that the distance between the original and replaced words typically falls within the range of 0.9 to 2.2.

E. Robustness Analysis under Different Modification Rates

The statistical robustness under 20% and 40% modification rates is provided in Figs. 16 and 17 respectively. From these figures, the dynamic attention model outperforms other dynamic models in robustness across different perturbation radii, emphasizing its efficacy in preserving robustness. However, introducing dropout diminishes the original model’s robustness, possibly due to its injection of randomness, leading to unstable predictions. Notably, the fusion model (denoted by red bars) often enhances the dropout model’s (green bars) robustness. These results are consistent with previous experimental results under 10% modification rates.